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Abstract

This thesis explores how the study of realistic mixes can expand current knowledge
about multitrack music mixing. An essential component of music production, mixing
remains an esoteric matter with few established best practices. Research on the topic
is challenged by a lack of suitable datasets, and consists primarily of controlled studies
focusing on a single type of signal processing. However, considering one of these pro-
cesses in isolation neglects the multidimensional nature of mixing. For this reason, this
work presents an analysis and evaluation of real-life mixes, demonstrating that it is a
viable and even necessary approach to learn more about how mixes are created and
perceived.

Addressing the need for appropriate data, a database of 600 multitrack audio recordings
is introduced, and mixes are produced by skilled engineers for a selection of songs. This
corpus is subjectively evaluated by 33 expert listeners, using a new framework tailored
to the requirements of comparison of musical signal processing.

By studying the relationship between these assessments and objective audio features,
previous results are confirmed or revised, new rules are unearthed, and descriptive
terms can be defined. In particular, it is shown that examples of inadequate process-
ing, combined with subjective evaluation, are essential in revealing the impact of mix
processes on perception. As a case study, the percept ‘reverberation amount’ is ex-
pressed as a function of two objective measures, and a range of acceptable values can
be delineated.

To establish the generality of these findings, the experiments are repeated with an
expanded set of 180 mixes, assessed by 150 subjects with varying levels of experience
from seven different locations in five countries. This largely confirms initial findings,
showing few distinguishable trends between groups. Increasing experience of the listener
results in a larger proportion of critical and specific statements, and agreement with
other experts.
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Northwestern University; Frank Duchêne at PXL University College; Alex Stevenson
and Paul Thompson at Leeds Beckett University; Mariana Lopez at Anglia Ruskin
University; Steven Fenton at University of Huddersfield; Masahiro Ikeda at Yamaha
Corporation; Melissa Dickson at Oxford University; and David Moffat, Zheng Ma,
David Ronan, György Fazekas, Mariano Mora-Mcginity, Thomas Wilmering, Mathieu
Barthet, Giulio Moro, Chris Cannam, and Matthew White at Queen Mary University
of London. In addition, I thank all members of the Centre for Digital Music since 2012,
for making it the enjoyable and stimulating research environment that it is, and the
staff of The Half Moon, for catering many inspiring discussions.

I am greatly indebted to my various sources of funding, without which I would indeed
be greatly indebted. These excellent organisations are Yamaha Corporation, the Au-
dio Engineering Society, Harman International Industries, the Engineering and Phys-
ical Sciences Research Council, the Association of British Turkish Academics, and
Queen Mary University of London’s School of Electronic Engineering and Computer
Science.

Extra special thanks go to my parents, my family and my friends, who have all coped
wonderfully — even worryingly — with my many periods of physical or mental absence,
and never openly questioned my life choices. In particular, the unwavering support,
motivation, and faith of my fantastic partner Yasmine, and the joy, drive, and welcome
distractions brought by our children Nora and Ada were key factors in the successful
and timely completion of this work.

9
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the performance and the mix.

It’s necessary to use the technology to
emphasise certain parts of the score,
just as lighting is used to emphasise

colours on film.”

JAMES LOCK (1939–2009)
Sound engineer at Decca

Studio Sound, April 1987 issue



Chapter 1

Introduction

The production of recorded and live music, from conception to consumption, consists of

several stages of creative and technical processes. Compositions materialise as acous-

tic vibrations, which are then captured, sculpted, and eternalised or amplified as an

electronic signal. Between the performance of the music and the commitment of these

signals to the intended medium, the different recorded sources are transformed and

merged into one consolidated signal, in a process known as the mix. Figure 1.1 shows

a simplified depiction of such a music production chain. Mixing music is itself a com-

plex task that includes dynamically adjusting levels, stereo positions, filter coefficients,

dynamic range processing parameters, and effect settings of multiple audio streams [1].

Mix engineers are expected to solve technical issues, such as ensuring the audibility

of sources, as well as to make creative choices to implement the musical vision of the

artist, producer, or themselves [2]. As there are many viable ways to mix a given song,

it may not be possible to compile a single set of rules underpinning this esoteric pro-

cess [3]. However, some mixes are clearly favoured over others, suggesting there are

‘best practices’ in music production [4].

The democratisation of music technology has allowed musicians to produce music on

limited budgets, putting decent results within reach of anyone who has access to a

laptop, a microphone, and the abundance of free software on the web [5,6]. Similarly, at

the distribution side, musicians can share their own content at very little cost and effort,

also due to high availability of cheap technology (compact discs, the internet) and,

more recently, the ubiquity of online publishing platforms like SoundCloud, Bandcamp,

11
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and YouTube. Despite this, in order to deliver high quality material a skilled mix

engineer is still needed [7]. Raw, recorded tracks almost always require a fair amount

of processing before being ready for distribution, such as balancing, panning, equalising

(EQ), dynamic range compression (DRC), and artificial reverberation, to name a few.

Furthermore, despite the availability of reasonably high quality recording hardware on a

budget, an amateur musician or inexperienced recording engineer will almost inevitably

cause sonic problems while recording, due to less than perfect microphone placement,

an unsuitable recording environment, or simply a poor performance or instrument.

Such issues are a challenge to fix post-recording, which only increases the need for an

expert mix engineer [8]. In live situations, especially in small venues, the mixing task is

particularly demanding and crucial, due to problems such as acoustic feedback, room

resonances, and poor equipment. In such cases, however, having a competent operator

at the desk unfortunately is the exception rather than the rule. These observations

indicate there is a clear need for systems that take care of the mixing stage of music

production for live and recording situations. By obtaining a high quality mix quickly

and autonomously, home recording becomes more affordable, smaller music venues are

freed from the need for expert operators for their front of house and monitor systems,

and musicians can increase their productivity and focus on the creative aspects of music

production.

Meanwhile, professional audio engineers are often under tremendous pressure to pro-

duce high quality content quickly and at little cost [9]. While they may be unlikely

to relinquish control entirely to autonomous mix software, assistance with tedious,

time-consuming tasks through more powerful, intelligent, responsive, and intuitive al-

gorithms and interfaces is beneficial to pro users as well [6,10]. Throughout the history

of technology, innovations have traditionally been met with resistance and scepticism,

in particular from professional users who fear seeing their roles disrupted at best or

made obsolete at worst. Music production technology may be especially susceptible to

this kind of opposition, as it is notoriously characterised by a tendency towards nos-

talgia, skeuomorphisms, and analogue workflow, and concerned with aesthetic value

in addition to technical excellence and efficiency. However, the evolution of music is

inextricably linked to the development of new instruments and tools, and essentially

utilitarian inventions such as automatic vocal riding, drum machines, electronic and
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electromechanical keyboards, and digital pitch correction have been famously used and

abused for creative effect. Already, these advancements have changed the very nature

of the sound engineering profession from primarily technical to increasingly expressive.

In other words, there is economic, technological, and artistic merit in exploiting the

immense computing power and flexibility today’s digital technology affords, to venture

away from the rigid structure of the traditional music production toolset.

Recent years have seen a steep increase in research on automatic mixing, where some

of the tedious, routine tasks in audio production are automated to the benefit of the

inexperienced amateur or hurried professional. Since the first automatic microphone

mixer [11], many systems have been proposed to automate various processes, such as

balancing levels [12–24], panning signals between channels [25–28], equalisation [29–32],

dynamic range compression [33–39], reverberation [40,41], and harmonic distortion [42]

(by the author). Other systems seek to mitigate artefacts that are often the result of

poor recording practice, such as compensating for comb filtering [43, 44], time-varying

delays [45, 46], popping [47], and interference [48–50] — such goals are not further

considered in this work.

Table 1.1: Overview of systems that automate music production processes

Obj. eval. Subj. eval. No eval.

Single track [22, 31,32,38,40] [32–34,41,42] [36,39]
Multitrack [11–19,27–30] [23–27,29,35,37] [20,21]

Table 1.1 categorises the above as either systems analysing and processing a single

‘track’ (a stream of monaural or multichannel audio), or those manipulating each track

based on features extracted from several tracks. The latter is required to accurately

model most mix engineering processes, as each source’s desired level, spatial position,

spectrum, and dynamic profile is highly context-dependent. The table further shows

which systems have been evaluated objectively, e.g. measuring their performance based

on example input using quantitative metrics, or subjectively, e.g. by comparing them

to humans or other systems in a formal listening test. Perceptual evaluation validates

the concept of the system and its underlying assumptions, and is therefore essential to

further our understanding of the mix process.

Studies evaluating novel mixing systems, as well as mixes of human engineers [51, 52],

have thus far been concerned with a single processor at a time only, automating or
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investigating one of the many interdependent tasks. While it is wise to approach a

complex problem by tackling one of its components, this limits what can be learned

about any processor’s usage and effect on perception in a realistic music production

context, where the parameters of different processors on different tracks are ultimately

related. For instance, when only faders are available, the level of a particular source

may be excessively decreased because it is overly harsh or increased because it is too

dull, instead of equalising it accordingly [52]. The measured fader levels may then differ

from what they would be if all tools were available. Similarly, one might use a dynamic

range compressor to address a perceived imbalance, which might otherwise be achieved

by moving faders [35].

The focus of most of these studies is the production of technically correct mixes [53]. To

allow the user to specify a creative goal of a mix or the desired effect of a constituent

process, the relationship between relevant subjective adjectives and the correspond-

ing objective, actionable audio features and parameters has to be defined. This also

constitutes a challenge in gaining knowledge about mixing from sound engineers or

listeners, as the translation from their evaluation to measurable quantities is missing.

While such subjective terms do not allow accurate communication about sound prop-

erties [2,54], they are prevalent among professionals and amateurs to effectively convey

complex concepts. Previous studies have looked at perceptual descriptors (such as

bright, punchy, and church-like) and corresponding audio production tool parameters

(such as equaliser, compressor, and reverberation settings) [10,55–64] but, again, these

are concerned with the perceived effect of a single processor on an isolated signal. As

a consequence, findings of these studies are not necessarily applicable to a multitrack

music production context, where several sources are played back simultaneously. This

further disregards the possibility that to fully achieve the sonic equivalent of a certain

term, more than one type of traditional processors may be needed.

Other high level information, like instrumentation and genre, is also not considered in

the above work, even though these are likely to have an impact on customary processing.

A preliminary attempt at automatic, instrument-specific processing was made by [65],

where a set of (ungrounded) assumptions determined the level, applied equalisation

curve, and pan position of three drum tracks.
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Finally, the human mixes on which these systems are based, or to which they are

compared, are typically produced in lab environments, often by amateur operators,

using a restricted and unfamiliar set of processors. While this leads to a high level of

control, this data is not necessarily representative of commercial music production. To

address this, a few studies have analysed the audio features extracted from a selection

of commercially available songs [66–70] or of several realistic mixes of the same songs

[71, 72], though without access to the individual tracks or their settings. Others have

employed grounded theory, discourse analysis, and related qualitative approaches to

describe roles, best practices, and language of sound engineers and related professions

[51,73,74].

In conclusion, while mix engineering has been the subject of many important works

in recent years, knowledge of practices, perception, and preference is still limited. Re-

curring challenges in this field include a lack of high-quality mixes in a realistic but

sufficiently controlled setting, and tackling the inherently high cross-adaptivity and

multidimensionality of the mix problem.
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1.1 Research questions

The main question underpinning this work is

How can analysis of realistic mixes contribute to understanding of the

process of mix engineering?

Prior work is mainly concerned with the emulation of the mix process through lab-

based experiments and custom research software, sometimes with unskilled subjects.

This maximises control and often allows higher numbers of participants, higher sig-

nificance, and a more focused answer to the research question. However, the validity,

transferability, and relevance of the results may suffer from this artificial context. The

hypothesis considered here is that data gathered in a real-life, ecologically valid setting

can be used to expand knowledge on mixing practices. While such experiments may be

more expensive to organise, or lead to less significant results, they are unencumbered

by the inevitable biases of a laboratory setting, and some contexts may allow one to

readily collect mix features.

The following questions represent more concrete and tractable parts of this multi-

faceted problem.

How can we address the challenges research on mixing is facing?

As discussed above, research on mixing multitrack music constitutes a recent, complex,

and multidisciplinary field. Data on mixes and their perception is scarce and hard

to produce. Furthermore, the problem of mixing is exceedingly multidimensional, as

the perception of any one source is influenced by the sonic characteristics of other,

simultaneously playing sources and their processing. Consequently, the various types

of processing on the individual elements cannot be studied in isolation.

How can knowledge about mixes be obtained from poor examples?

If it is a challenge to collect a large amount of mixes, it is all but impossible to acquire

many examples of a high quality, commercial grade mix. While the latter might indeed

make it easier to infer rules about mixing, the cost of producing a sufficient number
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of professional quality productions, including per-track settings and features, is simply

prohibitive. Therefore, it will be necessary to explore what can be learned from mixed-

quality data.

How can it be established how words used to describe sounds or mix pro-

cesses correspond with objective features or process parameters?

In order to understand mix evaluations, the language used to subjectively evaluate

music production practices needs to be translated to objective quantities. Conversely,

defining these terms as a function of audio features or processor settings is an essential

step towards designing intuitive, high-level metering and control interfaces.

To what extent do differences between sound engineers or listeners limit

the generality of findings in music production?

The answers to previous questions may or may not hold across mix engineers or lis-

teners. Even when studying a large number of realistic mixes produced by a group

of expert practitioners in a representative setting, findings may be skewed due to that

group’s background, education, and location. Likewise, a particular group of listeners

may have different tastes or expectations from other groups. The impact of background

on mix practices, perception, and preference has not yet been assessed.
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1.2 Objectives

The purpose of this work is to develop a methodology to expand our under-

standing of the mechanics of mixing. Systems based on the current knowledge

and state-of-the-art algorithms will be tested to determine their limitations. The chal-

lenges faced by the field of mix engineering are matched with the necessary tools

and experiments, which are then evaluated with regard to their ability to gather

information about mixing tendencies and preference.

Realistic mixes will be produced by skilled engineers in such a way that the natural

process of mix engineering is disturbed as little as possible, while still allowing for

thorough analysis of all tracks and processes. Results from the analysis of these mixes

are compared with findings from previous studies, where settings from a very limited

set of tools (e.g. only faders) are considered.

With a large enough set of mixes and extensive perceptual evaluation of each, the

influence of low-level feature values on overall preference is measured. Addi-

tionally, more in-depth assessment such as free-choice profiling will be used to reveal

preference for specific processing of specific instruments.

Exploring how to make an abstraction from low-level measures to the high-

level terms used to describe musical signal processing, a body of audio features,

processor settings, and associated semantic descriptions is studied.

Finally, the generality of the findings in this work should be examined, by assessing

the influence of the song, genre, background of listener, or background of

mix engineer. To this end, the analysis is repeated using data collected at various

sites.

As part of the aim of this work is to explore different approaches and assess their

viability, by no means will the potential findings be exhausted. On the contrary, each

approach can be utilised with different data and new research questions.
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1.3 Thesis structure

Chapter 1 — Introduction

provides background on the topic of mixing, and outlines the intent and structure of

the thesis.

Chapter 2 — Knowledge-engineered mixing

explores the potential of a knowledge-engineered approach to mixing, where decisions

rely on high-level track metadata combined with best practices sourced from practi-

cal sound engineering literature, rather than low-level audio features. This serves to

establish the limits of the current presumed knowledge, as well as the performance

of the state-of-the-art, signal-dependent, instrument-independent methods from prior

work. The results help identify the gaps in knowledge and data, and develop a suitable

approach for further research.

Original contributions:

The first full knowledge-engineered mixing system, and perceptual comparison

with other systems and humans.

A compiled glossary of terms used to describe spectral properties of sound, and

the corresponding frequency ranges.

Chapter 3 — Data collection

discusses the lack of data to analyse in the domain of music production and proposes

a solution in the form of a public multitrack audio and metadata repository, from

which materials will be used — and via which materials will be shared for the sake of

reproducibility and sustainability — throughout the remainder of the work. Several

mixes are generated from a diverse selection of this source material, under controlled

but ecologically valid circumstances.
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It also presents a methodology regarding perceptual audio evaluation of differently

processed musical content by skilled listeners, drawing from related literature as well

as testing different interfaces within the context of this task, and describes a comparison

of the mixes based on these principles.

Original contributions:

A growing Open Multitrack Testbed which addresses the need for large quantities

of shareable, thoroughly annotated and diverse multitrack audio, including mixes

and parameter settings.

A proposed set of principles for perceptual evaluation in the context of music

production, grounded in a large body of literature and validated through use in

subsequent chapters.

An open, web-based framework for efficiently designing listening tests.

Chapter 4 — Single group analysis

demonstrates several approaches towards gaining knowledge from the full, representa-

tive mixes created in the previous chapter.

The resulting mixes as well as their constituent elements are analysed with regard

to low-level audio features. From this data, trends can be identified and variance of

certain features is compared on a per-engineer, per-instrument, and per-song basis.

Assumptions underpinning automatic mixing systems or observations in earlier liter-

ature can thus be confirmed or revised based on real-world data, and new rules are

established.

Such features are then studied in relation to subjective ratings of these mixes, revealing

which low-level signal characteristics correlate most strongly with preference.

Additional subjective comments are used to zoom in on specific aspects of the mixes

and tendencies of the listeners. Opportunities and challenges emerging from the use of

this type of unconstrained data are discussed.

Addressing the limited scalability of the presented approach, a system for attribute
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elicitation from within a music production environment is proposed, and findings based

on initial data are presented.

Original contributions:

Analysis of variance and identification of trends with regard to low-level fea-

tures extracted from mixes, across different instruments, engineers, and source

materials.

An evaluation of low-level features, their discriminatory power, and their corre-

lation with perception in the context of several types of musical signal processing.

A novel effect plugin architecture allowing extensive data collection and collab-

orative filtering of parameter settings based on sonic descriptors, audio features,

and source and user metadata.

A continually expanding dataset of descriptors and their associated parameter

settings, absolute and differential feature values, and metadata.

Chapter 5 — Multi-group analysis

expands the study to multiple groups of content producers and listeners, from different

countries and educational backgrounds. The influence of these parameters is shown,

and some earlier findings are verified based on this larger and more diverse corpus.

Original contributions:

The largest set of mixes with multitrack audio, parameter settings, and subjective

evaluations available, totalling 18 songs, 181 mixes, and 4873 evaluations.

A first comparison of music production practices, perception, and preference

across groups from different countries and educational backgrounds.
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Chapter 6 — Conclusion

offers concluding remarks and future perspectives.

Appendix — Case study: Use and perception of reverb

Combining the results from feature analysis and perceptual evaluation, the concept of

a mix parameter space is proven in the context of perceived amount of reverberation,

predicting subjective assessment using objective measures.

Original contributions:

Evidence for viewing the act of mixing as a movement within a parameter or

feature space, characterised by boundaries corresponding to extremes of the ac-

ceptable range of values.

Introduction of a perceptually relevant feature quantifying the perceived rever-

beration time of a complete mix based on its reverberated and unreverberated

components.

Identification of transition region between deficiency and excess of perceived re-

verberant energy, based on feature extraction and subjective evaluation.

Other contributions

Parameter automation techniques for amplitude distortion, adding the effect to the

growing set of automated audio processors [42].
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1.4 Applications

Knowledge about the process of mix engineering has many immediate applications, of

which some are explored here. They range from completely autonomous automatic

mixing systems, to more assistive, workflow-enhancing tools.

As suggested in several previous works, mix tasks could be fully automated so that no

sound engineer is required to adjust parameters on a live or studio mix, or to quickly

provide a starting point or sound check [14, 75, 76]. As such, a ‘black box’ device

would be in control over the whole mix without the need — or option — for user

interaction.

Adding control over high-level parameters such as targeted genre or sound shifts the

potential of automatic mixing systems from corrective tools that help obtain a single,

allegedly ideal mix, to creative tools offering countless possibilities and the user-friendly

parameters to achieve them. For instance, an inexperienced user could then produce

a mix that evokes a ‘classic rock’ sound, a ‘Tom Elmhirst’ sound, or a ‘1960’ sound.

Even within a single processor, extracting relevant features from the audio and adjusting

the chosen preset accordingly would represent a dramatic leap over the static presets

commonly found in music production software [5].

Intuitive interfaces are likely to speed up music production tasks compared to tradi-

tional tools, but also facilitate new ways of working and spur creativity. Already, music

software manufacturers are releasing products where the user controls complex pro-

cessing by adjusting as little as one parameter. In addition, the stronger link between

perceptual attributes and signal manipulation can be a significant advantage for edu-

cational purposes [77]. New research is needed to validate these relationships, uncover

others, and confirm to what extent they hold across different regions and genres.

Intelligent metering constitutes another possible class of systems built on this new infor-

mation, taking the omnipresent loudness meters, spectral analysers, and goniometers a

step further, towards more semantic, mix-level alerts such as ‘reverb amount’, ‘punch’,

or ‘muddiness’ [78]. By defining these high-level attributes as a function of measur-

able quantities, mix diagnostics become more useful and accessible to both experts and

laymen. Furthermore, by looking at parameter settings or measured features of mixes
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which were rated as either too much or too little of a certain quality, lower and upper

bounds of what is perceptually pleasing can be identified. This opens up possibilities

for alerts triggered by deviations from what is generally considered acceptable, or at

least conventional. Once such perceptually informed issues have been identified, a feed-

back loop could adjust parameters until the problem is mitigated, for instance turning

the reverberator level up or down until high-level attribute ‘reverb amount’ enters a

predefined range.
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1.5 Related publications by the author

This section lists where work presented in this thesis has previously appeared, with

references to corresponding sections of the thesis. Where the author of this thesis

is not first author of the publication, a breakdown of the author’s contributions is
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1.5.1 Journal articles

B. De Man, K. McNally, and J. D. Reiss, “Perceptual evaluation and analysis of rever-
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Contains Appendix – Case study: Use and perception of reverb.

B. De Man and J. D. Reiss, “Analysis of peer reviews in music production,” Journal
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statistics and the generality of terms, analysed the inter-transform similarity, and con-
tributed to the text.

N. Jillings, B. De Man, D. Moffat, J. D. Reiss, and R. Stables, “Web Audio Evaluation
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April 2016.
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Contains part of Chapter 3, Section 3.2 – Perceptual evaluation of mixing
practices.
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N. Jillings, D. Moffat, B. De Man, and J. D. Reiss, “Web Audio Evaluation Tool:
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Contains Chapter 4, Section 4.1 – Objective features.
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B. De Man, N. Jillings, D. Moffat, J. D. Reiss, and R. Stables, “Subjective comparison
of music production practices using the Web Audio Evaluation Tool,” in 2nd AES
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Chapter 2

Knowledge-engineered mixing

To date, few mixing systems take semantic, high-level information into account. The

applied processing is dependent on low-level signal features, but not on the instruments,

recording conditions, listener playback conditions, musical genre, or target characteris-

tics. This type of metadata, provided by an end user at little cost, could significantly

increase the performance of such a semi-autonomous mixing system. Moreover, com-

bined with instrument and even genre recognition, a fully autonomous mixing system

could be designed [24].

An audio effect controlled by high-level features was proposed by [83], and used to

compensate for listening conditions during playback [36], but this has not yet been

realised within a music production context or as a multitrack implementation. In [65],

a rule-based system for setting level, panning, and EQ parameters was proposed, but its

assumptions were not backed up by perceptual data or expert knowledge. Listening test

participants with varying levels of music production experience preferred the resulting

mix over a monaural, unity level sum of the sources just 60% of the time.

Many audio engineering handbooks report standard settings for mixing for various

instruments, genres, and desired effects. Some of these ‘rules’ are contradictory and

very few have been validated. The very sources containing such mixing rules also

state that mixing is highly nonlinear [3] and unpredictable [84], and that there are

no hard and fast rules to follow [3], ‘magic’ settings [85], or even effective equaliser

presets [84]. It should be noted that spectral and dynamic processing of tracks does

indeed depend very much on the characteristics of the input signal [10], as will be

29
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shown later. This work is by no means aiming to disprove that. Rather, it seeks to

investigate to what extent suitable mixing decisions can be made based on semantic

information about a project and its individual tracks, in combination with elementary

low-level features.

As a proof of concept, considered here is an instrument-aware system that creates

a stereo mix from raw audio tracks using balance, pan, compression, and equalisation

rules derived from practical audio engineering literature [1,3,84–90], which are discussed

in the following section. To this end, a framework is presented consisting of modules

to read these rules; modules to measure basic, low-level features of audio signals; and

modules to carry out elementary mixing tasks based on the rules. Its performance is

assessed via a listening test, and compared to another automatic mixing system (not

knowledge-based and without track labels) as well as human mix engineers. Thus, the

limits of available rules and state-of-the-art mix systems are tested to identify suitable

research directions guiding the remainder of this work.

Of interest here is finding the knowledge and logic underpinning the mixing process,

which is different in both concept and procedure from designing a system capable of

mixing. In the latter case, it would suffice to emulate the skill of a mix engineer, not

(necessarily) the knowledge [10]. For the purposes of this work, however, a machine

learning approach is beneficial only when it allows one to reverse engineer actionable

rules from it.
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2.1 System

Figure 2.1 shows a block diagram of the proposed system.
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Figure 2.1: Block diagram of the system. Solid arrows represent audio input or
output; dashed arrows represent textual information such as instrument names and
rules.

The system’s input consists of raw, multitrack audio (typically a mixture of mono

and stereo tracks), and a text file specifying the instrument corresponding with every

audio file (e.g. Kick_D112.wav: kick drum). Elementary features of every track are

extracted at the measurement stage. For easy access within the system, the track

number is automatically stored as an integer scalar or array named after the instrument

(e.g. if channel 1 is a kick drum: kickdrum = 1, if channels 3 through 5 are toms: tom =

[3, 4, 5]). The different track indices are also stored in subgroup arrays, e.g. drums_g

= [1, 2, 3, 4, 5, 7, 12] allows access to all drum instruments at once. Then, rules

are read from the rule base and, if applicable, applied to the respective input tracks.

The rule specifies one out of five processors: high pass filtering (‘HPF’), dynamic range
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compression (‘DRC’), equalisation (‘EQ’), balancing (‘fader’), and panning (‘pan pot’).

The order of the application of the rules is determined by the chosen order of the

processors, i.e. first the knowledge base is scanned for rules related to processor 1, then

processor 2, and so on.

After processing the individual tracks, the drum instruments (members of subgroup

drums_g) are mixed down using the respective fader and panning constants, and equalised

and compressed if there are rules related to the drum bus. Finally, the stereo drum bus

is mixed down together with the remaining tracks, again with their respective fader and

panning constants. The resulting mix is equalised and compressed if there are rules

pertaining to mix bus processing.

In the current implementation, each extracted feature value and mix parameter is

constant over the whole of the audio track. In case longer audio tracks should be

processed, one may wish to calculate these features per song section (if sections are

marked by the user or automatically), or have measures and settings that vary over

time continuously.

2.1.1 Rule list

Each rule in the rule list consists of three parts:

• tags: comma-separated words denoting the source of the rule (sources can be

included or excluded for comparison purposes), the instrument(s) it should be

applied to (or ‘generic’), the musical genre(s) it is applicable to (or ‘all’), and the

processor it concerns. Based on these tags, the inference engine decides if the

rule should be applied, and on which tracks. The order and number of tags is

arbitrary.

• rules: The ‘insert’ processors (high-pass filter, compressor, and equaliser) replace

the audio of the track specified in the tags part with a processed version, based

on the parameters specified in the rules part. This is done immediately upon

reading the rule. The level and pan metadata manipulated by the rules, on the

other hand, are not applied until the mixdown stage (see Section 2.1.3), after all

rules have been read.
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• comments: These are printed in the console to show which rules have been ap-

plied, and to facilitate debugging.

An example of a rule is as follows:

tags: authorX, kick drum, pop, rock, compressor

rules: ratio = 4.6; knee = 0; atime = 50; rtime = 1000;

threshold = ch{track}.peak - 12.5;

comments: punchy kick drum compression

Conversion of the rules to a formal data model and use of the Audio Effects Ontology

[91] could facilitate exchanging, editing, and expanding the rule base, and enable use in

description logic contexts. This is beyond the scope of the current experiment.

2.1.2 Measurement modules

For every incoming track, the following quantities are measured and added to the track

metadata: the number of channels (mono or stereo), RMS level Lrms (Equation (2.1)),

peak level Lpeak (Equation (2.2)), crest factor C (Equation (2.3)) and ITU-R BS.1770

loudness [92].

Lrms =

√√√√ 1

N

N∑
n=1

|x(n)|2 (2.1)

Lpeak = max(x) (2.2)

C = Lpeak/Lrms (2.3)

with x the amplitude vector representing the mono audio file associated with the track.

For a stereo track x = [xL, xR], these equations become:
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Lrms =

√
1
N

∑N
n=1 |xL(n)|2 +

√
1
N

∑N
n=1 |xR(n)|2

2

=
Lrms,L + Lrms,R

2
(2.4)

Lpeak = max(max(xL),max(xR))

= max(Lpeak,L, Lpeak,R) (2.5)

C = Lpeak/Lrms (2.6)

Additionally, a hysteresis gate or Schmitt trigger (see Figure 2.2) indicates which parts

of the track are active:

a(n) =


0, if a(n− 1) = 1 and x(n) ≤ L1

1, if a(n− 1) = 0 and x(n) > L2

a(n− 1), otherwise

(2.7)

where a is the binary vector indicating whether the track is active, x(n) the track’s

audio at sample n, L1 the level threshold when the gate is off (audio is active), L2 the

level threshold when the gate is on (audio is inactive), and L1 ≤ L2. For stereo tracks,

x is summed to mono (single channel) and divided by two. The example waveform in

Figure 2.3 shows regions where the track is active highlighted in yellow.

1

0

L1 L2

A
c
ti
v
it
y

Level [dB]

Figure 2.2: Activity in function of audio level (hysteresis gate) following Equa-
tion (2.7)



2 KNOWLEDGE-ENGINEERED MIXING — System 35

Figure 2.3: Active audio regions highlighted as defined by the hysteresis gate

Based on this definition, the following quantities are also included as metadata: the

percentage of time the track is active, and the RMS level, peak level, crest factor, and

loudness when active.

These measures can be accessed from within the rules, for instance to set a compression

threshold relative to the RMS level. Note that at this point no spectral information is

extracted.

2.1.3 Processing modules

Research about the suggested order of processing is ongoing, and most practical liter-

ature bases the preferred order on workflow considerations [1, 86]. In some cases, at

least one EQ stage is desired before the compressor, because an undesirably heavy low

end or a salient frequency triggers the compressor in a way different from the desired

effect [1,3,84,93]. In this experiment, the selected audio materials have no such spectral

anomalies. Instead, a high-pass filter is placed before the compressor — preventing the

compressor from being triggered by unwanted low frequency noise — and an equaliser

after the compressor.

It is widely accepted that the faders and pan pots should manipulate the signal after

the insert processors such as compressor and equaliser. The pan pots are placed after

the faders as this is how mixing consoles are generally wired. Because of the linear

nature of these processes and their independence in this system, the order is of no

importance in this context.

Based on these considerations, the following order of processors is used for the assess-

ment of this system: high-pass filter, dynamic range compressor, equaliser, fader and



2 KNOWLEDGE-ENGINEERED MIXING — System 36

pan pot — as in Figure 2.1.

Time-based effects such as reverb and delay are not incorporated in the current system.

There is a notable lack of rules or guidelines with regard to these processors in practical

literature, possibly because of the large number of parameters and implementations of

such effects, or the absence of established best practices. Interestingly, in contrast with

level, panning, EQ, and DRC, no automatic reverberation effects had been developed

up until [40].

Dynamic range compression

A generic, downward compressor model is used, with a variable threshold layout (as

opposed to for example a fixed threshold, variable input gain design), a quadratic knee

and the following, standard parameters: threshold, ratio, attack and release (‘ballis-

tics’), and knee width [94], see Figure 2.4.

Make-up gain is not included since the levels are set at a later stage by the ‘fader’

module, rendering manipulation of the gain at the compressor stage redundant. The

compressor processes the incoming audio sample by sample. Stereo files (such as an

overhead microphone pair) are compressed in ‘stereo link’ mode, i.e. the levels of both

channels are reduced by an equal amount, rather than independently.

Practical literature lists a considerable number of suggested compressor settings for

various instruments and desired effects, see Table 2.1. Rules from different sources are

combined when complimentary, averaged when different, and rejected when opposite

to what the majority of sources asserts. Presets from Logic Pro 9, a digital audio

workstation (DAW), are used to fill in the gaps.

EQ and filtering

A second essential processing step is the equalisation and filtering of the different tracks,

or groups of tracks. Two tools take care of this task in the current system: a high pass

filter (implementing rules such as “high pass filter with cutoff frequency of 100 Hz on

every track but the bass guitar and kick drum”) and a parametric equaliser (with high

1Having access to the tempo (beats per minute) or the number of bars in the processed fragment,
the time between snare hits on the backbeat is determined as two beats or half a bar.
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Figure 2.4: Dynamic range compressor input-output characteristic (with quadratic
knee). Settings used in this example are: a 8:1 ratio, a −6 dB threshold, and a
knee width of 4 dB.

Table 2.1: Dynamic range compression rules

Instrument Rule Ref.

Kick drum 5:1–10:1 ratio, hard knee, 5–15 dB reduction
(peak), 1–5 ms attack, 200 ms release

[84,90]

Snare drum 6:1 ratio, slow to medium attack, release until next
snare hit1

[3, 86]

Drums overhead 4:1–6:1 ratio, 12 dB reduction, 10 ms attack, 20–
100 ms release

[1, 89]

Bass guitar 5:1–infinite ratio, 3–4 dB reduction, hard knee, slow
to medium attack, medium release

[3, 86,89]

Acoustic guitar 4:1–8:1 ratio, hard knee, 5–10 dB reduction, attack
10–40 ms, release 100–500 ms

[89]

Distorted guitar uncompressed [84,89]
Electric guitar 8:1 ratio, hard knee, 5–15 dB reduction, attack 2–

10 ms, release 500 ms
[89]

Lead vocal 4:1 ratio, 4–6 dB reduction, soft knee (4 dB wide),
medium attack and release (500 ms), RMS sensing

[86,89]

Lead vocal Clip peaks: infinity ratio, high threshold (low re-
duction)

[86]

Backing vocal High (up to 10 dB reduction) [88]
Lead vocal (rock) 4:1 ratio, 5–15 dB reduction, hard knee, fast attack,

300 ms release, RMS sensing
[86,89]

Mix bus 2:1–4:1 ratio, 3–6 dB reduction, slow attack, slow
release

[3, 88]

Mix bus Limiter (infinite ratio) at 0.3 dB [88]



2 KNOWLEDGE-ENGINEERED MIXING — System 38

shelving, low shelving, and peak modes). The parameters for the latter are frequency,

gain, and Q (quality factor) [95].

Both the high-pass filter (12 dB/octave, as suggested by [84]) and the equaliser (second

order filter per stage, i.e. one for every frequency/gain/Q triplet) are implemented as

a simple biquadratic filter2.

Again, practical literature offers a wide range of equalisation advice, and Table 2.2

lists recommended settings which pertain to a specific instrument. However, most of

these rules leave a great deal of interpretation to the reader. Usually, an approximate

frequency around which the track should be boosted or cut is given, but exact gain and

quality factor values are absent. In this case, an estimated value is used for the gain

and the quality factor. Unless it is explicitly specified that the cut/boost should be

modest or substantial, ±3 dB is a generic gain value that seemed to work well during

informal pilot tests. As sources often suggest to cut/boost a frequency region, such as

1–2 kHz, the quality factor is chosen so that the width of the peak loosely corresponds

with the width of this region.

When attempting to translate vague equalising suggestions into quantifiable mix ac-

tions, it helps to translate terms like airy, muddy, and thump into frequency ranges.

This is possible because many sources provide tables or graphs that define these words

in terms of frequencies [1, 86–88, 96–101], see Table 2.3. Due to the subjective nature

of these terms, their definitions vary — sometimes within the same book — and are

intended as an approximation. In addition, some frequency ranges are derived from

figures where the precise lower and upper bounds are unclear. Several sources also sug-

gest that the spectral band to which such a term refers may depend on the instrument

in question [1,88,100]. In some cases, it needs to be made clear that the term signifies a

lack of energy in this band. For instance, dark would denote a lack of high frequencies.

In other cases, the term is simply associated with a certain frequency range: more or

less edge depends on more or less energy in the corresponding frequency range. Note

that some terms may always be positive, and some always negative, meaning a deficit

or an excess of that quality is not possible [102].

2www.musicdsp.org/files/Audio-EQ-Cookbook.txt

http://www.musicdsp.org/files/Audio-EQ-Cookbook.txt
http://www.musicdsp.org/files/Audio-EQ-Cookbook.txt
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Table 2.2: Equalisation rules

Instrument Rule Ref.

All tracks low cut [1, 3, 86]
Kick drum cut below 30 Hz [86]

40–100 Hz boost [1, 3, 85,86]
100–400 Hz, 6–12 dB cut, Q> 4 [3, 84,88]
300–600 Hz, 2–6 dB cut, Q> 4 [3, 86]
60–100 Hz, boost [86]
1–4 kHz boost [1, 86]
10 kHz, shelf cut [1]

Snare drum 120–240 Hz boost [1, 3, 85,86]
1 kHz boost [86]
1–2 kHz cut [3]
5 kHz boost [1, 3, 86,88]
10 kHz boost [86]

Toms shelf below 60 Hz [86]
200 Hz boost [1]
200–400 Hz cut, Q> 4 [3, 88]
6 kHz boost [1, 3, 86,88]

Drums overhead 1 kHz cut [86]
1–5 kHz, <3 dB boost, low Q [1,3]
8–10 kHz, 3–4 dB shelf boost [1, 3]

Cymbals cut below 500 Hz [1]
12 kHz, 3–6 dB boost [88]

Bass guitar cut below 50 Hz [86]
400 Hz boost [84]
1.5–3 kHz boost [86,88]
5–7 kHz boost [1, 86]

Acoustic guitar 100–300 Hz cut [88]
1–3 kHz cut [88]
6–10 kHz boost [86,88]

Electric guitar 240–500 Hz boost [86]
1 kHz cut [86]
1.5–3 kHz boost [86,88]
6–10 kHz boost [86,88]

Keyboard 300 Hz cut [88]
1 kHz cut [88]
3–6 kHz boost [86,88]

Lead vocal cut below 80 Hz [1]
250 Hz boost [3, 86]
1–6 kHz boost [3, 86,88]
10–12 kHz boost [3, 86]

Mix bus 80 Hz boost [3, 85]
10 kHz boost [3, 85]
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Table 2.3: Spectral descriptors in practical sound engineering literature

Term Range Reference

air3 5–8 kHz [88, p. 119]

10–20 kHz [87, p. 99]

10–20 kHz [1, p. 211]

11–22.5 kHz [86, p. 26]

12–15 kHz [96, p. 103]

12–16 kHz [99, p. 43]

12–20 kHz [87, p. 25]

12–20 kHz [97, p. 108]

12–20 kHz [98, p. 86]

anemic lack of 20–110 Hz [1, p. 211]

lack of 40–200 Hz [88, p. 119]

articulate 800–5000 Hz [88, p. 119]

ballsy 40–200 Hz [88, p. 119]

barrelly 200–800 Hz [88, p. 119]

bathroomy 800–5000 Hz [88, p. 119]

beefy 40–200 Hz [88, p. 119]

big 40–250 Hz [86, p. 25]

bite 2–6 kHz [97, p. 106]

2.5 kHz [100, p. 484]

body 100–500 Hz [87, p. 99]

100–500 Hz [1, p. 211]

150–600 Hz [87, p. 24]

200–800 Hz [88, p. 119]

240 Hz [100, p. 484]

boom(y) 20–100 Hz [1, p. 211]

40–200 Hz [88, p. 119]

60–250 Hz [86, p. 25]

62–125 Hz [99, p. 43]

3In some books, ‘air’ is also used to denote a part of the audible frequency range, exceeding ‘highs’
[98, p. 86], [97, p. 108].
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

90–175 Hz [86, p. 26]

200–240 kHz [100, p. 484]

bottom 40–100 Hz [88, p. 119]

45–90 Hz [86, p. 26]

60–120 Hz [100, p. 484]

62–300 Hz [99, p. 43]4

boxy, boxiness 250–800 Hz [1, p. 211]

300–600 Hz [86, p. 31]

300–900 Hz [99, p. 43]

800–5000 Hz [88, p. 119]

bright 2–12 kHz [99, p. 43]

2–20 kHz [1, p. 211]

5–8 kHz [88, p. 119]

brilliant, 5–8 kHz [88, p. 119]

brilliance 5–11 kHz [1, p. 211]

5–20 kHz [100, p. 484]

6–16 kHz [86, p. 25]

brittle 5–20 kHz [100, p. 484]

6–20 kHz [87, p. 25]

cheap lack of 8–12 kHz [88, p. 119]

chunky 800–5000 Hz [88, p. 119]

clarity 2.5–4 kHz [98, p. 86]

2.5–5 kHz [100, p. 484]

3–12 kHz [1, p. 211]

4–16 kHz [86, p. 26]

clear 5–8 kHz [88, p. 119]

close 2–4 kHz [100, p. 484]

4–6 kHz [86, p. 25]

4More specifically, [99] calls this ‘extended bottom’.
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

colour 80–1000 Hz [1, p. 211]

covered lack of 800–5000 Hz [88, p. 119]

crisp, crispness 3–12 kHz [1, p. 211]

5–10 kHz [100, p. 484]

5–12 kHz [88, p. 119]

crunch 200–800 Hz [88, p. 119]

1400–2800 Hz [86, p. 26]

cutting 5–8 kHz [88, p. 119]

dark lack of 5–8 kHz [88, p. 119]

dead lack of 5–8 kHz [88, p. 119]

definition 2–6 kHz [97, p. 106]

2–7 kHz [1, p. 211]

6–12 kHz [86, p. 26]

disembodied 200–800 Hz [88, p. 119]

distant lack of 200–800 Hz [88, p. 119]

lack of 700–20 000 Hz [1, p. 211]

lack of 4–6 kHz [86, p. 25]

lack of 5 kHz [100, p. 484]

dull lack of 4–20 kHz [1, p. 211]

lack of 5–8 kHz [88, p. 119]

lack of 6–16 kHz [99, p. 43]

edge, edgy 800–5000 Hz [88, p. 119]

1–8 kHz [1, p. 211]

3–6 kHz [86, p. 26]

4–8 kHz [99, p. 43]

fat 50–250 Hz [1, p. 211]

60–250 Hz [86, p. 25]

62–125 Hz [99, p. 43]

200–800 Hz [88, p. 119]
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

240 Hz [100, p. 484]

flat lack of 8–12 kHz [88, p. 119]

forward 800–5000 Hz [88, p. 119]

full(ness) 40–200 Hz [88, p. 119]

80–240 Hz [100, p. 484]

100–500 Hz [87, p. 99]

175–350 Hz [86, p. 26]

250–350 Hz [99, p. 43]

glare 8–12 kHz [88, p. 119]

glassy 8–12 kHz [88, p. 119]

harsh 2–10 kHz [1, p. 211]

2–12 kHz [99, p. 43]

5–20 kHz [100, p. 484]

heavy 40–200 Hz [88, p. 119]

hollow lack of 200–800 Hz [88, p. 119]

honk(y) 350–700 Hz [86, p. 26]

400–3000 Hz [1, p. 211]

600–1500 Hz [87, p. 24]

800–5000 Hz [88, p. 119]

horn–like 500–1000 Hz [100, p. 484]

500–1000 Hz [86, p. 25]

800–5000 Hz [88, p. 119]

impact 62–400 Hz [99, p. 43]

intelligible 800–5000 Hz [88, p. 119]

2–4 kHz [100, p. 484]

in–your–face 1.5–6 kHz [87, p. 24]

lisping 2–4 kHz [86, p. 25]

live 5–8 kHz [88, p. 119]

loudness 2.5–6 kHz [1, p. 211]
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

5 kHz [100, p. 484]

metallic 5–8 kHz [88, p. 119]

mud(dy) 16–60 Hz [86, p. 26]

20–400 Hz [1, p. 211]

60–500 Hz [97, p. 104]

150–600 Hz [87, p. 24]

175–350 Hz [86, p. 26]

200–400 Hz [99, p. 43]

200–800 Hz [88, p. 119]

muffled lack of 800–5000 Hz [88, p. 119]

nasal 400–2500 Hz [1, p. 211]

500–1000 Hz [97, p. 105]

700–1200 Hz [99, p. 43]

800–5000 Hz [88, p. 119]

natural tone 80–400 Hz [1, p. 211]

oomph 150–600 Hz [87, p. 24]

phonelike 800–5000 Hz [88, p. 119]

piercing 5–8 kHz [88, p. 119]

point 1–4 kHz [86, p. 27]

power(ful) 16–60 Hz [86, p. 26]

40–200 Hz [88, p. 119]

40–100 Hz [1, p. 211]

presence 800–12k Hz [88, p. 119]

1.5–6 kHz [87, p. 24]

2–8 kHz [99, p. 43]

2–11 kHz [1, p. 211]

2.5–5 kHz [100, p. 484]

4–6 kHz [86, p. 25]

projected 800–5000 Hz [88, p. 119]
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

punch 40–200 Hz [88, p. 119]

62–250 Hz [99, p. 43]5

robustness 200–800 Hz [88, p. 119]

round 40–200 Hz [88, p. 119]

rumble 20–100 Hz [1, p. 211]

40–200 Hz [88, p. 119]

screamin’ 5–12 kHz [88, p. 119]

searing 8–12 kHz [88, p. 119]

sharp 8–12 kHz [88, p. 119]

shimmer 7.5–12 kHz [100, p. 484]

shrill 5–7.5 kHz [100, p. 484]

5–8 kHz [88, p. 119]

sibilant, sibilance 2–8 kHz [1, p. 211]

2–10 kHz [99, p. 43]

4 kHz [97, p. 120]

5–20 kHz [100, p. 484]

6–12 kHz [86, p. 26]

6–16 kHz [86, p. 25]

sizzle, sizzly 6–20 kHz [1, p. 211]

7–12 kHz [97, p. 107]

8–12 kHz [88, p. 119]

slam 62–200 Hz [99, p. 43]

smooth 5–8 kHz [88, p. 119]

solid(ity) 35–200 Hz [1, p. 211]

40–200 Hz [88, p. 119]

62–250 Hz [99, p. 43]

sparkle, sparkling 5–10 kHz [86, p. 27]

5–15 kHz [1, p. 211]

5–20 kHz [100, p. 484]

5More specifically, [99] calls this ‘punchy bass’.
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

8–12 kHz [88, p. 119]

steely 5–8 kHz [88, p. 119]

strident 5–8 kHz [88, p. 119]

sub–bass 16–60 Hz [86, p. 25]

subsonic 0–20 Hz [1, p. 209]

0–25 Hz [98, p. 84]

10–60 Hz [97, p. 102]

sweet 250–400 Hz [99, p. 43]

250–2000 Hz [86, p. 25]

thickness 20–500 Hz [1, p. 211]

40–200 Hz [88, p. 119]

200–750 Hz [99, p. 43]

thin lack of 20–200 Hz [1, p. 211]

lack of 40–200 Hz [88, p. 119]

lack of 60–250 Hz [86, p. 25]

lack of 62–600 Hz [99, p. 43]

thump 40–200 Hz [88, p. 119]

90–175 Hz [86, p. 26]

tinny 1–2 kHz [100, p. 484]

1–2 kHz [86, p. 25]

5–8 kHz [88, p. 119]

tone 500–1000 Hz [97, p. 105]

transparent lack of 4–6 kHz [86, p. 25]

tubby 200–800 Hz [88, p. 119]

veiled lack of 800–5000 Hz [88, p. 119]

warm, warmth 90–175 Hz [86, p. 26]

100–600 Hz [1, p. 211]

200 Hz [100, p. 484]

200–800 Hz [88, p. 119]
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

200–500 Hz [97, p. 105]

250–600 Hz [99, p. 43]

whack 700–1400 Hz [86, p. 26]

wimpy lack of 40–200 Hz [88, p. 119]

lack of 55–500 Hz [1, p. 211]

woody 800–5000 Hz [88, p. 119]

woofy 800–5000 Hz [88, p. 119]

zing 4–10 kHz [87, p. 99]

10–12 kHz [87, p. 24]

bass/low end/ 25–120 Hz [98, p. 84]

lows 20–150 Hz [87, p. 23]

20–250 Hz [1, p. 209]6

20–250 Hz [99, p. 43]

20–250 Hz [101, p. 72]

40–200 Hz [88, p. 119]

60–150 Hz [97, p. 103]

60–250 Hz [86, p. 25]

low mids/ 120–400 Hz [98, p. 85]

lower midrange 150–600 Hz [87, p. 24]

200–500 Hz [97, p. 104]

250–500 Hz [99, p. 43]

200–800 Hz [88, p. 119]

250–1000 Hz [101, p. 73]

250–2000 Hz [86, p. 25]

250–2000 Hz [1, p. 209]

(high) mids/ 250–6000 Hz [99, p. 43]7

upper midrange 350–8000 Hz [98, p. 85]8

6 [1] distinguishes between low bass (20–60 Hz), mid bass (60–120 Hz) and upper bass (120–250 Hz)
7 [99] distinguishes between lower midrange (250–500 Hz), midrange (250–2000 Hz) and upper

midrange (2–6 kHz).
8 [98] distinguishes between midrange (350–2000 Hz) and upper midrange (2–8 kHz).
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Table 2.3: Spectral descriptors in practical sound engineering literature (continued)

Term Range Reference

600–1500 Hz [87, p. 24]

800–5000 Hz [88, p. 119]

1–10 kHz [101, p. 73]

1.5–6 kHz [87, p. 24]

2–4 kHz [86, p. 25]

2–6 kHz [1, p. 209]

2–6 kHz [97, p. 106]

highs/high end/ 5–12 kHz [88, p. 119]9

treble 6–20 kHz [1, p. 209]

6–20 kHz [87, p. 24]

6–20 kHz [99, p. 43]10

7–12 kHz [97, p. 107]

8–12 kHz [98, p. 86]

10–20 kHz [101, p. 74]

Panning

The panning value P is stored in the metadata of every track and initially set to zero.

The value ranges from −1 (panned completely to the left) to +1 (panned completely

to the right), and determines the the relative gain of the track during mixdown in the

left versus the right channel.

Although a variety of panning laws are implemented, here the −3 dB, equal power,

sine/cosine panning law is used (see Figure 2.5 — different names can be found in

literature), as it is the one that is most commonly used [1].

The gain of the left (gLi) and right channel (gRi) for track i is then calculated as follows,

9 [88] distinguishes between highs (5–8 kHz) and super highs (8–12 kHz)
10 [99] distinguishes between lower treble or highs (6–12 kHz) and extreme treble (12–20 kHz).
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with pan pot value P ∈ [−1, 1]:

gLi = cos

(
π (P + 1)

4

)
(2.8)

gRi = sin

(
π (P + 1)

4

)
(2.9)

Note that constant power is in fact obtained, regardless of the value of p, as g2Li+g
2
Ri = 1

(see Figure 2.5).
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Figure 2.5: Panning law: –3 dB, equal power sine-law

There is a considerable amount of information available in practical literature on ‘stan-

dard’ panning for every common instrument, both in the form of exact panning values

as well as rules of thumb (e.g. no two instruments at the exact same position [86]).

Typically, the pan pot position is described in values ranging from 7:00 (or 7 o’ clock,

i.e. fully left) to 17:00 (or 5 o’ clock, i.e. fully right), with 12:00 representing the centre

of the stereo image [1]. Sometimes 8:00 and 16:00 are used instead. Rules for particular

instruments as found in the considered textbooks are listed in Table 2.4.

Level

As with panning, the ‘level’ parameter is stored as metadata with the instrument

track. All tracks have equal loudness initially, and are then brought up where literature

suggests a level boost, e.g. lead vocal, or down if it should play a less prominent role,

e.g. ambience microphones. The drum bus is regarded as one single instrument. Level

adjustments can be specified in absolute or relative terms, i.e. ‘set level at x dB’ or
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Table 2.4: Panning rules

Instrument Rule Ref.

Kick drum centre [1, 88]
Snare drum same location as in overheads11 [1, 88]
Toms at 10:00, 13:00 and 14:00 [1, 87]
Drums overhead 70% wide around centre [1]
Cymbals ride 15:00, crashes 9:00 and 14:00 [87]
Hi-hat 14:30–15:30 [87,88]
Bass guitar centre [1]
Guitars opposite sides if more than one [1]
Keyboard spread across stereo image (if stereo

and no other harmony instruments)
[88]

Lead vocal (very slightly off-)centre [1, 3]
Backing vocal spread across stereo image [88]

‘increase/decrease level by x dB’, and are applied during mixdown.

Except for vague guidelines (“every instrument should be audible”, “lead instruments

should be roughly x dB louder”), there is very little information available on exact level

or loudness values from practical sound engineering literature. A possible reason for

this is the arbitrary relationship between the fader level and the resulting loudness of

a source, as the latter depends on the initial loudness and the subsequent processing

[15]. Whereas a source’s stereo position is solely determined by a pan pot, and its

spectrum is rather predictably modified by an equaliser, a fader position is meaningless

without information on the source it processes. RMS level channel meters give a skewed

view as they overestimate the loudness of low frequencies, and more sophisticated

loudness meters are not common on channel strips in hardware or software. Even

though balancing is regarded as one of the most basic elements of the mix process, it

cannot be characterised by mere parameter settings and engineers are therefore typically

unable to quantify their tendencies through self-reflection. Of course, other factors may

contribute to the absence of best practices, such as a dependence on song genre and

personal taste.

11As a rudimentary solution to the requirement for the snare to approximately match its position in
the stereo overhead microphone track, the snare is panned proportionally to the ratio of its correlation
coefficient with the left and the right overhead microphone, respectively. In case the snare drum signal
is equally correlated with the left and right overhead microphones, it is panned centre; in case it is
predominantly in the left or right channel it will be panned accordingly.
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Mixdown

The drum bus mixdown (Equations (2.10) and (2.11)) and the total mixdown (Equa-

tions (2.12) and (2.13)) then become:

dL =

Ndrum∑
i=1

10
Li
20 · gLi · x′i (2.10)

dR =

Ndrum∑
i=1

10
Li
20 · gRi · x′i (2.11)

yL =
N ′∑
j=1

10
Lj
20 · gLj · x′j + d′L (2.12)

yR =
N ′∑
j=1

10
Lj
20 · gRj · x′j + d′R (2.13)

with x′i the processed audio of track i after possible compression and equalisation,

d = [dL dR] the drum submix, Ndrum the number of drum tracks, d′ the processed

drum submix after possible drum bus compression and equalisation, y = [yL yR] the

stereo output signal, N ′ the number of remaining tracks (i.e. non-drum sources), Li the

loudness of track i, and gLi and gRi the left and right channel gain for track i. Note

that after this mixdown stage, y can still be processed by the mix bus compressor and

equaliser.
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2.2 Perceptual evaluation

The performance of the proof-of-concept system described above was assessed through

a listening test, where its output was compared to mixes by two human mix engineers;

a plain, monaural sum of the normalised input audio; and a completely automatic mix

by processors based on existing automatic mixing algorithms.

2.2.1 Participants

Of the 15 subjects who participated in the listening experiment, 7 had at least some

practical audio engineering experience (mixing or recording). Two thirds of the sub-

jects were male. All had previously participated in listening tests, and played musical

instruments for at least five years — although neither of these were prerequisites to

take part.

2.2.2 Apparatus

The listening tests in this chapter were carried out using the APE tool [103], using a

multi-stimulus, single-axis rating scale with an optional comment box, and according

to the principles put forward in Chapter 3.

The listening tests were conducted in a dedicated, well-isolated listening room, using

an Apogee Duet audio interface and closed, circum-aural Beyerdynamic DT 770 PRO

headphones (see Figure 2.6 for its transfer function), the most controlled and highest

quality listening environment and system available.

2.2.3 Materials

The raw audio tracks are taken from Shaking Through, an online music project by

Weathervane Music12. The five songs used in this experiment (see Table 2.5) ranged

from light pop-rock to heavier alternative rock (the author’s assessment). For every

song, only one track was selected per instrument (two channels in the case of instru-

ments recorded in stereo), even when multiple recordings of the same instrument were

12weathervanemusic.org/shakingthrough

http://weathervanemusic.org/shakingthrough
http://weathervanemusic.org/shakingthrough
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Figure 2.6: Transfer function of the Beyerdynamic DT 770 PRO headphones, as
measured using a KEMAR artificial head and sine sweep excitation. It is an av-
erage of three left and right channel recordings, and shows the SPL in function of
frequency.

available, because of multiple takes or simultaneous recording through different micro-

phones and/or via direct injection.

Table 2.5: Songs used in the perceptual evaluation experiment

Artist Title

A Classic Education Night Owl
Auctioneer Our Future Faces
Ava Luna Water Duct
Big Troubles Phantom
Strand Of Oaks Spacestations

All songs were limited to just four bars to avoid drastic dynamic and spectral variations

(since the applied mixing parameters are static in the current implementation, as de-

scribed above) and to make the perceptual evaluation as well as the manual mixes not

too demanding. This resulted in audio files between 11 and 24 seconds. The number

of tracks varied from 10 to 22. Every song contained at least vocals, bass, kick drum,

snare drum, drum overhead microphones, and one or more harmonic instruments like

guitar or keyboards.

The rule-based mix (‘KEAMS’) was created by feeding these tracks through the system

described above and depicted in Figure 2.1. The rule list (Section 2.1.1) consists of the

rules given in the previous section, and Logic Pro 9 Channel EQ and Platinum Com-

pressor presets are used to fill any gaps. While the sources leave much to interpretation

with regard to specific values, the same set of rules was used throughout the experiment

and independent of the song or instrumentation, preserving objectivity.
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Mix engineer 1 and 2 (‘Pro 1’ and ‘Pro 2’) had professional experience spanning 12

years and 3 years, respectively. In this context, professional experience is defined as

the time during which sound engineering is the primary source of income. For maximum

comparability with the ‘KEAMS’ system, they were instructed to limit themselves to

using a simple compressor, equaliser, pan pots, and faders, and not to use automation

(static settings). They could also process the drum bus and mix bus with a simple

compressor and equaliser. No time-based effects like reverb were used, to allow for

better comparison with the automatic mixing systems that lack this. Each song was

mixed within 45 minutes or less.

A monaural sum of the raw and peak-normalised tracks, ‘Sum’, served as a type of

hidden anchor. However, it is possible that other mixes are perceived to be poor as well,

or that the mono sum without processing is an acceptable mix for some songs.

The system consisting of existing automatic mixing algorithms comprised a multitrack

compressor [35], equaliser [29], panner [26] and fader [23], and a single-track compres-

sor and master EQ [31] on the drum bus and total mix bus. These processors are

implemented in the form of VST (Virtual Studio Technology) effect plugins in Reaper,

a DAW capable of accommodating multitrack plugins. Because the mix settings are

adjusted during playback (real-time cross-adaptive audio effects), the audio was played

back once before rendering the mix to allow the parameters to converge to suitable

initial values. Note that this VST system (‘VST’) is unaware of the functions of the

different tracks. It does not know which tracks are part of the drum set, or which are

lead and which are background instruments. Instead, it extracts dynamic and spectral

information in real-time and modifies the mix parameters based on these values.

The resulting mixes were set at equal loudness, according to the ITU-R BS.1770 loud-

ness standard [92], to remove bias towards louder (or softer) samples during the listening

test.

All stimuli are available on www.brechtdeman.com/research.html.

http://www.brechtdeman.com/research.html
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2.2.4 Procedure

Test participants were instructed to rate each ‘version of the same song’ from ‘Bad’ to

‘Excellent’, without any obligation to use the entire scale. The complete task took the

subjects 15 minutes 52 seconds on average, with a standard deviation of 4 minutes 51

seconds, and total times ranging from 7 minutes 52 seconds to 26 minutes 34 seconds.

The time per song did not depend much on which song was being assessed, but did

decrease significantly from one page to the next (from 4 minutes 31 seconds for the first

song to 2 minutes 31 seconds for the last song). The measured duration of the first

page typically included a brief demonstration of the user interface.

After the test, overall impression and points of focus were determined during an infor-

mal chat with each subject.
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2.3 Results and discussion

Figure 2.7 shows the ratings for each mixing system, for each song. A few trends are

immediately apparent: the monaural sum is generally rated worse than the other mixes,

as one would expect, and the fourth song is rated lower than the other songs. Overall,

though, consistency among subjects is low, suggesting the task is difficult or subjective

preference varies considerably, or both.

Calculation of the confidence intervals of the medians confirms that the normalised sum

of the raw audio (‘Sum’) does perform notably worse than the other mixes. The same

is true for the fourth song compared to all other songs. Furthermore, the automatic

mix is rated lower than the human mixes and the rule-based system. No significant

difference between the rule-based system and the human mix engineers is revealed by

this experiment.

Via the interface’s text box or during the subsequent conversation, all 15 subjects

claimed to partly or entirely judge the different mixes based on the level balance,

audibility, or masking of the sources. Examples of these issues include overpowering

(backing) vocals, a barely audible lead vocal, and sometimes inaudible instruments like

a guitar or a piano. In general, these remarks were caused by the ‘Sum’, as peak-

normalising all sources without any other processing may cause a bad balance, and

‘VST’, making no distinction between lead and background instruments. It should also

be noted mix engineer ‘Pro 1’ sometimes chose to omit (mute) an instrument as an

artistic choice, an option mix engineers often gladly use [3] — more specifically a guitar

in Song 4 and a piano in Song 5. This didn’t always go unnoticed, although it seemed

this was often rewarded in the ratings.

Many (9 out of 15) reported ‘spacing’, ‘location’, or ‘panning’ to be of influence in

their ratings, sometimes referring to ‘weird panning’. This was found to relate to the

‘VST’ system which sometimes panned the snare drum or lead vocals considerably to

the left or right side, which is unconventional and rarely desired, and sometimes to the

monaural ‘Sum’ where all instruments are ‘centred’. The latter was often criticised,

although some found this to work well with certain songs.

Other remarks included an overly harsh guitar sound with the ‘KEAMS’ version of
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Figure 2.7: Box plot representation of the ratings per song and per system. Follow-
ing the classic definition of a box and whisker plot, the dot represents the median,
the bottom and top of the ‘box’ represent the 25% and 75% percentile, and the
vertical lines extend from the minimum to the maximum, not including outliers,
which are higher than the 75% percentile or lower than the 25% percentile by at
least 1.5 the interquartile range.
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Figure 2.8: Confidence intervals of the median ratings, p = .05

Song 4, where default guitar EQ settings are applied to already quite bright guitars; a

lack of blend, associated with the lack of reverb; and the absence of context, suggesting

preferences may have been different had the fragment been part of a bigger whole.

Overall, there seemed to be a tendency to focus on the vocals: 10 out of 15 explicitly

mentioned the balance or spatial position of vocals.
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2.4 Conclusion

The results of this experiment and the subsequent conversation with the subjects sug-

gest a good performance of the knowledge-engineered system, with no significant dif-

ference in subjective preference from human mixes. This suggests incorporation of

semantic metadata and rules based on best practices can improve new mixing systems.

While the concept is demonstrated and validated here, perceptual motivation (or dis-

proof) of the individual rules found in practical audio engineering literature is still

necessary. In particular, knowledge about balance and time-based effects is scarce. A

glossary of terms describing spectral properties was constructed from the same litera-

ture, but again the definitions have to be confirmed. On a higher level, the developed

system proves to be a suitable framework for investigating user preferences of different

mixing approaches and settings, as it allows for easy comparison of different sets of

rules, different processor implementations and the order of processors. Formalisation

of the rule list into a tractable knowledge base would further allow efficient handling

in description logic contexts, facilitate the expansion and editing of the rule base, and

enable sharing of rule sets.

Even though the knowledge-engineered system presented here uses less sophisticated

feature extraction, it outperforms an example of a fully autonomous system based on

state-of-the-art technology that does not take semantic information into account. An

instrument-agnostic system may position and balance sources differently from what is

traditionally expected.

However, an important shortcoming was highlighted during post-experiment discussion

with the subjects: the knowledge-engineered system assumes particular spectral and

dynamic characteristics, which causes problems when the recorded signals deviate from

this. Similarly, while the raw audio tracks used for this test were of high quality,

it is doubtful whether the system will perform well when the input audio is poorly

recorded or has less conventional dynamic and spectral characteristics. For this reason,

the system could likely be improved considerably by expanding the set of measurement

modules, to allow for more enhanced listening and processing. The sonic characteristics

of the original material need to be measured and taken into account when determining
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the processing parameters [10]. This means effectively moving towards a more hybrid

system, where semantic rules (processing dependent on high-level information such

as instrument tags) and more advanced, cross-adaptive signal processing (processing

dependent on signal features of the track itself as well as other tracks) are combined to

obtain the highest possible performance.

The relatively low discrimination between different systems suggests that evaluation of

different mixes may be challenging or heavily influenced by personal subjective pref-

erence. This stresses the importance of careful and rigorous perceptual evaluation

practices for assessment of differences in music production, explored in the next chap-

ter.

Some points of focus when listening critically to different mixes of identical source

material were apparent, including balance, spatial positioning, and vocals. However,

more detailed subjective evaluation of a large number of representative mixes is needed

to quantify the attention to certain instruments and sonic attributes, and to ultimately

understand what constitutes a good mix. The following chapter also details methods

for the acquisition of such data.

Finally, in order to obtain acceptable mixes automatically, time-based effects such as

reverberation and delay should be included in the system. Further research is necessary

to include a viable autonomous reverb and delay processor, and to establish reverber-

ation rules. Other types of processes, like level balance, need a higher number of more

detailed rules as well.

Having assessed the limitations of common audio engineering knowledge and existing

automatic mix systems, the following chapters describe an approach to generate and

validate rules from real-world mixes, accounting for both high-level information and

low-level audio feature measurements, evaluating the impact of several mix aspects on

perception and preference, and incorporating time-based effects.



Chapter 3

Data collection

The mixing process is not easily studied in practice. Due to copyright considerations

and reluctance to expose the unpolished material, content owners are unlikely to share

source content, parameter settings or alternative versions of their music. Even when

some mixes are available, extracting data from mix sessions is laborious at best. For

this reason, existing research typically employs lab-based mix simulations, which means

that its relation to professional mixing practices is uncertain.

This work is therefore based on a controlled experiment wherein realistic, ecologically

valid mixes are produced and evaluated. The sessions can be recreated so that any fea-

ture and parameter can be extracted for later analysis, and different mixes of the same

songs are compared through listening tests to assess the importance and impact of their

attributes. As such, both high-level information, including instrument labels and sub-

jective assessments, and low-level measures can be taken into account, as recommended

in Chapter 2.

In the first section, the development of an online multitrack repository and associated

database and front-end is discussed, and the selection of source material as well as the

creation of mixes thereof is documented.

The second section describes a perceptual evaluation methodology developed specifi-

cally for the assessment of contrasting music production practices. As shown in Chap-

ter 2, comparison of mixes can be a challenging task with low consistency, so good

practices, rigour, and careful design are critical. Based on the proposed principles, two

61
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listening test tools are developed, and a subjective evaluation experiment is conducted

and discussed.

This chapter thus defines the parameters of a mix creation and evaluation experiment,

the outcome of which is analysed in the next chapter.
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3.1 Testbed creation and curation

Many types of audio and music research rely on multitrack audio for analysis, training

and testing of models, or demonstration of algorithms. While there is no shortage of

mono and stereo recordings of single instruments and ensembles, any work concerned

with the study or processing of multitrack audio suffers from a severe lack of relevant

material [5]. This limits the generality, relevance, and quality of the research and the

designed systems. An important obstacle to the widespread availability of multitrack

audio is copyright, which restricts the free sharing of most music and their components.

It impedes reproducing or improving on previous studies, when the dataset cannot be

made public, and comparing different works, when there is no common dataset used

across a wider community.

Among the types of research that require or could benefit from a large number of

audio tracks, mixes, and processing parameters, are music production analysis [51],

automatic mixing [106], multitrack segmentation [107], and various types of music

information retrieval [108, 109]. The availability of this type of data is also useful for

budding mix engineers, audio educators, developers, as well as musicians or creative

professionals in need of accompanying music or other audio where some tracks can be

disabled [110]. Despite this, multitrack audio is scarce. Existing online resources of

multitrack audio content have a relatively low number of songs, offer little variation,

are restricted due to copyright, provide little to no metadata, lack mixed versions and

corresponding parameter settings, or do not come with facilities to search the content

for specific criteria.

The Structural Segmentation Multitrack Dataset [107] offers 104 songs including struc-

tural segmentation ground truth annotations. The MIXPLORATION Dataset1 com-

prises 24 different stem mixes for three songs (four stems per song) [111]. TRIOS is a

dataset of five score-aligned multitrack recordings of chamber music trio pieces [112].

BASS-dB is a database of 20 multitracks for evaluation of blind audio source sepa-

ration, available under Creative Commons licenses [113]. Converse Rubber Tracks2

contains royalty-free multitrack audio as well. For [68, 114], already processed stems

1music.eecs.northwestern.edu/data/mixploration/
2www.conversesamplelibrary.com/

http://music.eecs.northwestern.edu/data/mixploration/
https://www.conversesamplelibrary.com/
http://music.eecs.northwestern.edu/data/mixploration/
https://www.conversesamplelibrary.com/
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and mixes by a single engineer from the Rock Band video game were used, readily

extracted from the game but not shareable as audio only, since its use is restricted

by copyright. The Mixing Secrets Free Multitrack Download Library3 corresponding

with [84] includes multitracks for about 180 primarily copyrighted songs, where forum

users can submit their mixed versions of the song in MP3 format. Other copyrighted

but freely available multitracks can be found on MixOff.org4, Ultimate Metal Forum5,

and Telefunken Microphones6. Weathervane Music’s Shaking Through7, source of the

multitrack recordings used in Chapter 2, contains over 50 multitracks with extensive

educational materials documenting the recording and mixing process, and also encour-

ages users to upload their own mixes. The content has a Creative Commons license for

educational use, but the organisation relies on paid subscriptions and therefore does not

allow sharing the source audio. Other paid resources include The Mix Academy8, David

Glenn Recording9, and Dueling Mixes10. MedleyDB provides 122 royalty-free multi-

tracks — some of them from Shaking Through — including melody annotation [115],

to which access can be requested for non-commercial research. Many more multitrack

resources cannot realistically be opened up to the public because of copyright restric-

tions, though some of them allow physical on-site access to researchers [110, 116, 117].

This overview is by no means exhaustive.

To address this need, an open testbed of multitrack material was launched accompa-

nying this work, with a variety of shareable contributions and accompanying metadata

necessary for research purposes. In order to be useful to the wider research community,

the content should be highly diverse in terms of genre, instrumentation, and technical

and artistic quality, so that sufficient data is available for most applications. Where

training on large datasets is needed, such as with machine learning applications, a

large number of audio samples is especially critical. Furthermore, researchers, journals,

conferences, and funding bodies increasingly prefer data to be open, as it facilitates

demonstration, reproduction, comparison, and extension of results. A single, widely

used, large, and diverse dataset unencumbered by copyright accomplishes this. More-

3www.cambridge-mt.com/ms-mtk.htm
4mixoff.org
5www.ultimatemetal.com/forum/
6www.telefunken-elektroakustik.com/download/multi-track-session.php
7weathervanemusic.org/shakingthrough
8themixacademy.com
9www.davidglennrecording.com

10www.duelingmixes.com

http://www.cambridge-mt.com/ms-mtk.htm
http://mixoff.org
http://www.ultimatemetal.com/forum/
http://www.telefunken-elektroakustik.com/download/multi-track-session.php
http://weathervanemusic.org/shakingthrough
https://themixacademy.com
http://www.davidglennrecording.com
http://www.davidglennrecording.com
http://www.duelingmixes.com
http://www.cambridge-mt.com/ms-mtk.htm
http://mixoff.org
http://www.ultimatemetal.com/forum/
http://www.telefunken-elektroakustik.com/download/multi-track-session.php
http://weathervanemusic.org/shakingthrough
https://themixacademy.com
http://www.davidglennrecording.com
http://www.duelingmixes.com
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over, reliable metadata can serve as a ground truth that is necessary for applications

such as instrument identification, where the algorithm’s output needs to be compared

to the ‘actual’ instrument. Providing this data makes the testbed an attractive resource

for training or testing such algorithms as it obviates the need for manual annotation

of the audio, which can be particularly tedious if the number of files becomes large.

In addition, for the testbed to be highly usable it is mandatory that the desired type

of data can be easily retrieved by filtering or searches pertaining to this metadata.

By offering convenient access to a variety of resources, the testbed aims to encourage

other researchers and content producers to contribute more material, insofar licenses

or ownership allows it.

For this reason, the testbed presented here

• can host a large amount of data;

• supports data of varying type, format, and quality, including raw tracks, stems,

mixes, and digital audio workstation (DAW) files;

• contains data under Creative Commons license or similar (including those allow-

ing commercial use);

• offers the possibility to add a wide range of meaningful metadata;

• comes with a semantic database to easily browse, filter, and search based on all

metadata fields.

It can be accessed via multitrack.eecs.qmul.ac.uk.

3.1.1 Content

The Open Multitrack Testbed hosts a set of recorded or generated multitrack audio

including stems and mixes thereof, without restrictions in terms of type (music, speech,

movie soundtrack, game sound, ...), quality (professionally recorded as well as displaying

interesting artefacts such as noise, distortion, reverberation, or interference), or number

of tracks (from a single multi-microphone recording to a 96-track project with many

takes).

In this context, a multitrack audio item, or song, is defined as a set of multiple streams

http://multitrack.eecs.qmul.ac.uk
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of audio (or tracks) which are meant to be played alongside each other. In addition

to these tracks, some songs also contain mixes (processed sums of the raw tracks) and

stems (processed sums of a subset of these tracks, e.g. only the drum part).

At the time of writing, the Testbed links to close to 600 multitracks, some of which have

up to 300 individual constituent tracks from several takes, and others up to 400 mixes

of the same source content. Uniquely, it features a number of songs with several mixes

including DAW files containing all parameter settings. This content has already been

proven useful in a wide range of research projects on various topics, including source

separation and remixing using neural networks [118], location-based music selection and

mixing [119], assessment of dereverberation methods [120], instrument recognition [121],

training and testing machine learning algorithms [40], and evaluating automatic audio

effects [29].

Extensive metadata is added manually to every song, track, stem, and mix, see Ta-

ble 3.1. This allows searching for content that meets a set of specific criteria, sorting

the entries based on a particular field, and filtering the displayed results.

Where licenses allow it, multitracks from the resources mentioned above are mirrored

to the Testbed. For unclear or less liberal licenses, the metadata is still added to

the database, but links point to the respective third party websites. By not imposing

a specific license, and due to the variety of for instance Creative Commons licenses

available, artists or institutions can share material with different restrictions, including

whether or not the material can be used commercially. With the exception of CC0 or

public domain material, however, the owner of the content is required to be properly

attributed with every use of their work. Content creators who are not under a contract

that prohibits them from releasing their intellectual property can benefit from sharing

their work on this testbed with a wide community of researchers, students, educators,

developers, and creative professionals. Audio shared in this way increases the expo-

sure of the artist and all personnel involved in the production of the music and their

affiliation, as this can be included in the metadata corresponding to every song. Fur-

thermore, through dissemination of their work, artists can expect it to be reworked and

used in creative applications. In case the owner judges sharing a song would damage

record sales, tracks and stems can be shared through this platform while not releasing
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Song metadata Track metadata

Title File name
Artist Index
License Instruments
Type Number of channels
Composer Microphone
Recording engineer Processors
Recording date Preamplifier
Recording studio Converter
Location Sampling rate
Issues Bit depth
Comments Duration
Testbed link Take number
Number of raw audio tracks
Number of stems
Number of mixes

Mix metadata Stem metadata

Mix engineer File name
File name DAW session Index
DAW name Name
DAW version number Number of channels
File name mix Sampling rate
Render format Bit depth
Sampling rate
Bit depth
Duration

Table 3.1: Metadata fields per song, track, stem, and mix
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the final mix. Finally, some performers have chosen to contribute classical recordings

anonymously.

3.1.2 Infrastructure

Figure 3.1: Current search interface of the testbed, allowing filtering/searching on
various metadata fields

A triplestore database was chosen to store statements containing metadata related to

the songs, raw tracks, stems, and mixes11. Semantic databases allow the linking of data

by storing subject-predicate-object structured triples [122]. One can then navigate the

network formed by linked statements and for instance find more songs of the same

artist, engineer, or contributing institution. The implementation features:

• A database which offers a SPARQL endpoint to query and insert data through

HTTP requests.

• A REST web service, which receives JSON objects, parses them and stores the

different elements in RDF format. These linked elements are then stored in the
11franz.com/agraph/allegrograph/

http://franz.com/agraph/allegrograph/
http://franz.com/agraph/allegrograph/
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Figure 3.2: Current browse interface of the testbed, allowing browsing/sorting on
various metadata fields

database.

• A web application offering three functionalities:

– An interface to insert metadata. Access to this interface is restricted to

authorised users.

– An interface to search for data based on a number of criteria, shown in

Figure 3.1. The web application points at the SPARQL endpoint directly,

dynamically building SPARQL queries without using a web service. Access

to this interface is not restricted, although the data can be.

– An interface to browse the data, sorted along one of a number of metadata

fields, as shown in Figure 3.2.

Figure 3.3 presents a depiction of a scaled-down network formed by the linked data.

Classes are taken from existing ontologies12,13, or extend classes from these ontologies.

A ‘Track’, for example, is an instance of the http://purl.org/ontology/studio/

multitrack#AudioTrack class defined in the Multitrack Ontology [123], from which the

Instrument class is used as well; a ‘Song’ is an instance of http://purl.org/ontology/

12musicontology.com
13motools.sourceforge.net/studio/multitrack

http://musicontology.com
http://motools.sourceforge.net/studio/multitrack
http://musicontology.com
http://motools.sourceforge.net/studio/multitrack
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Figure 3.3: Example of linked data network, showing only a subset of the features,
with class elements (larger nodes), other elements (smaller nodes), and connections
through properties (edge labels)

mo/Composition from the Music Ontology [124], etc. These were extended with the

classes ‘Stem’, ‘Mix’, and ‘Engineer’, as well as numerous properties, such as engi-

neered by, from song, bit depth, and number of channels. Hence, a ‘Track’ X can be

from song Y, which has the name Z and by artist A, which in turn is a ‘MusicGroup’

with a list of members. The ‘Track’ itself is one of a number of tracks from that ‘Song’,

and features an instrument, bit depth, and sampling rate, among others.

3.1.3 Mix creation experiment

A selection of the accumulated multitracks was given to skilled sound engineers in order

to produce a range of mixes to analyse statistically and evaluate through subjective

listening tests. The details of this mix experiment are described below.
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Participants

The mix engineers in this experiment were students of the MMus in Sound Recording

at the Schulich School of Music, McGill University. All of them were musicians with a

Bachelor of Music degree. The average student was 25.4± 2.1 years old, with 5.2± 2.3

years of audio engineering experience. Of the 24 participants, 5 were female and 19 were

male. Three groups of eight were each assigned a different set of songs to mix.

Materials

Table 3.2 lists the songs used in this experiment, along with the number of tracks T

(mono and stereo) and the group of students (eight each, denoted by letters) that mixed

each particular song. The study spanned two academic years, so first year students in

Autumn 2013–Spring 2014 are identical to second year students in Autumn 2014. First

year students in Autumn 2014 only mixed one song.

The raw tracks and all mixes (audio and Pro Tools session) of six of these songs are

available on the Open Multitrack Testbed under a Creative Commons license (see ‘CC’

column in Table 3.2). The songs were played by professional musicians and recorded

by Grammy award-winning recording engineers. The students were assumed to be

unfamiliar with the content before the experiment.

Table 3.2: Songs used in the experiment

Artist Song Genre T Group Class Term CC

1 The DoneFors Lead Me country 23 A–H 1st year Autumn 2013 X
2 Joshua Bell My Funny Valentine jazz 17 A–H 1st year Autumn 2013
3 Artist X14 Song A14 blues 22 I–P 2nd year Autumn 2013
4 Dawn Langstroth No Prize jazz 20 I–P 2nd year Autumn 2013
5 Fredy V Not Alone soul 24 A–H 1st year Spring 2014 X
6 Broken Crank Red To Blue rock 39 A–H 1st year Spring 2014 X
7 Artist Y14 Song B14 blues 24 I–P 2nd year Spring 2014
8 The DoneFors Under A Covered Sky pop 28 I–P 2nd year Spring 2014 X
9 Fredy V In The Meantime funk 24 A–H 1st year Autumn 2014 X

10 The DoneFors Pouring Room indie 19 Q–X 2nd year Autumn 2014 X

These particular songs were selected in coordination with the programme’s teachers,

because they fit the educational goals, were ecologically valid and homogeneous with

regard to production quality (having been recorded by one of two Grammy winning

recording engineers), and were deemed to represent an adequate spread of genre. Due

14For two songs permission to disclose artist and song name was not granted.
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to the subjective nature of musical genre, a group of subjects were asked to comment

on the genres of the songs during the evaluation experiments described below and in

Chapter 5, providing a post hoc confirmation of the musical diversity. Each song’s

most often occurring genre label was added to the table for reference only. Whereas

two songs received the ‘blues’ label, these were considered quite different musically

because of the instrumentation (the first has busy acoustic piano, brass, and backing

vocal parts, whereas the second doesn’t feature these instruments at all) and tempo

(100 BPM vs. 68 BPM). The two ‘jazz’ songs are also very different, as My Funny

Valentine features a prominent violin, a harp, and a near-classical arrangement with

fluctuating tempo, and No Prize is built on a rhythmic foundation of drums, bass,

electric piano, and electric guitar.

Classical, electronic, electro-acoustic, and experimental music are purposely not con-

sidered in this work, as the production practices and the role of the mix engineer are

substantially different from most pop, rock, folk, and jazz music [24, 102]. In classical

music, the mix engineer likely strives for realism, recreating how it would be heard

in a live setting [111]. In electronic music, the distinction between the roles of the

performer, producer, and sound engineer is less defined.

Following standard practice at the institution where the mixes were created, the source

audio’s resolution was maintained throughout the mixing process so that the resulting

mixes have a sampling rate of 96 kHz and a bit depth of 24 bit. One exception, where

the source material’s sample rate was 88.2 kHz, was printed at 88.2 kHz but later

upsampled to 96 kHz using SoX15 to accommodate an uninterrupted listening test

without adjusting the system’s sampling rate.

For comparison, one professional mix per song — often the original released version

— was added as well. This allows examining whether the constrained student mixes

are representative in terms of production value, and rated similarly during subjective

evaluation. Furthermore, an automatic mix akin to the instrument-agnostic ‘VST’

mix in Chapter 2 was evaluated for songs 1 through 8. The only difference in this

automatic mix system is that a manually tailored reverb was added to all tracks except

bass instrument and kick drum, addressing the lack of time-based effects reported in

15SoX.sourceforge.net

http://SoX.sourceforge.net
http://SoX.sourceforge.net
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Chapter 2. The reverb plugin was part of the series used by the students, and for the

sake of objectivity the same, static setting was applied to each song.

Procedure

Each student allocated up to six hours to each of their mix assignments, and was allowed

to use Avid’s Pro Tools 10, its built-in effects, and the Lexicon PCM Native Reverb

Plug-In Bundle. The toolset was restricted so that each mix could be faithfully recalled

and analysed in depth later, with a limited number of software plugins available. The

tools are considered to be ecologically valid as the students were used to using them in

their courses. The participants produced the different mixes in their preferred mixing

location, so as to achieve a natural and representative spread of environments without a

bias imposed by a specific acoustic space, reproduction system, or playback level.

The students were simply tasked with the creation of a stereo mix from the source

tracks, within six hours of total mixing time, and were not given any further directions.

It was noted that this is unlike most real-life scenarios, where a mix engineer usually

receives instructions and feedback from the artist or producer with regard to the desired

sound and approach [74]. In this case, however, such artistic direction was not available

and it was judged that fabricating any would limit the diversity and spontaneity. Edit-

ing the source material, rerecording, the use of samples, or otherwise adding new audio

was prohibited, to tighten the scope and ensure maximum comparability between the

different mixes. As the mastering process is typically separate from the mixing process

to some degree, mix engineers are more often used to delivering mixes which leave room

for processing by the mastering engineer. While professionally mixed as well as mas-

tered songs are more representative of average music consumption, the effort required is

substantially higher and extra dimensions would be added to the already highly multi-

dimensional problem. Consequently, the participants in the presented studies were not

asked to master their contributions.
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3.2 Perceptual evaluation of mixing practices

For the subjective evaluation of audio engineering practices, central to this work, a

suitable approach is needed. An effective methodology helps produce accurate results,

with high discrimination, and minimal time and effort. In what follows the measures

necessary to accomplish this are investigated.

To this end, the literature on listening test practices is examined, a number of principles

are put forward, and tools currently available to conduct such tests are evaluated. Based

on these considerations, and because the existing tools do not meet all criteria proposed

in this section, a listening test tool has been developed and made available [103,126,127].

Finally, a perceptual evaluation experiment is conducted to assess the aforementioned

mixes.

3.2.1 Basic principles

Certain principles are essential to any type of listening test, and supported by all known

software tools [129]. All relate to minimising the uncontrolled factors that may cause

ambiguity in the test results [130]. While some are a challenge to accommodate in an

analogue setting, software-based listening tests fulfil these requirements with relative

ease.

First, any information that could distract the subject from the task at hand should be

concealed, e.g. any metadata regarding the stimulus [131]. In other words, the partic-

ipant should be ‘blind’. Furthermore, the experimenter should not have any effect on

the subject’s judgement, for instance by giving subconscious cues through facial ex-

pressions or body language. This is commonly referred to as the double blind principle,

and is easily achieved in the case of a software-based test when the experimenter is

outside of the subject’s field of view or even the room.

A subject may also be biased by the presence of other subjects taking the test at the

same time. For this reason, it is advised that the test is conducted with one person in

the room at a time, so as not to influence each other’s response.

Another potential bias is mitigated by randomising the order in which stimuli are
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presented, as well as the order of the pages within a test, and the order of entire test

sessions if there are several. This is necessary to avoid uneven amounts of attention to

the (sets of) stimuli, and average out any influence of the evaluation sequence, such as

subconsciously taking the first auditioned sample as a reference for what follows [130].

In case a limited number of subjects takes part, a pseudo-random test design can ensure

an even spread over the different ‘blocks’, e.g. in the case of two sets of stimuli, 50% of

the subjects would assess the first set last.

3.2.2 Interface

Multiple stimuli or pairwise

When selecting the appropriate interface, a first important distinction is between single

stimulus interfaces, where one stimulus is evaluated at a time; pairwise interfaces,

where the subject assesses how two stimuli compare to each other; and multi-stimulus

interfaces, where more than two stimuli are presented ‘at the same time’, for the subject

to compare in any order.

In case at least two differently processed versions of the same material are presented

simultaneously, subjects are likely to focus on the contrasting sonic properties rather

than the inherent properties of the source [102]. As this is the desired effect for the

purposes of this work, a mix should not be considered in isolation, and the single

stimulus approach is ruled out.

Many researchers have previously considered the performance of pairwise versus multi-

stimulus tests, and judged that the latter are preferable as long as the number of

conditions to be compared is not too large — preferably lower than 12 [132] or 15 [130]

— as they are more reliable and discriminating than both pairwise and single stimulus

tests [133]. In the case of attribute elicitation, multi-stimulus presentations enlarge the

potential pool of descriptors, without the high number of combinations required in the

case of pairwise comparison [134].

To evaluate how multi-stimulus tests compare to pairwise evaluation in the context

of judging the sonic differences between audio engineering practices, both approaches

were assessed for the comparison of microphones. A female singer was recorded using a
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selection of six commonly used microphones, see Table 3.3. The human voice was chosen

as a source because people are able to discriminate very subtle differences in the sound

of the human voice [135]. The microphones were arranged closely together, each at

approximately 30 cm from the singer’s mouth, allowing for simultaneous recording and

thus minimising variations in timbre and phrasing [136]. Where available, a cardioid

pickup pattern was used. The singer performed fragments of Black Velvet, a loud,

high-pitched rock song, and No More Blues (Chega de Saudade) a softer, low-pitched

jazz song. Two four-second fragments were chosen as stimuli, with the lyrics “Black

velvet and that little boy’s smile” and “There’ll be no more blues”, respectively, in part

due to the absence of ‘popping’ sounds.

Table 3.3: Microphones under test

Microphone Type Directivity

1 Audio Technica AT2020 condenser cardioid
2 AKG C414 B-XL II condenser cardioid
3 Coles 4038 ribbon figure-of-eight
4 Shure SM57 dynamic cardioid
5 Shure Beta 58A dynamic hypercardioid
6 Electro-Voice RE-20 dynamic cardioid

The listening test was conducted in quiet rooms using Beyerdynamic DT 770 PRO

headphones, of which the frequency response is shown in Figure 2.6. Each of the 36

listening test participants assessed both sets of stimuli and both types of interfaces.

One set of stimuli was evaluated using a pairwise test, where each possible unordered

pair of stimuli was presented and the preferred option, or neither, could be selected.

In the interest of monitoring subject reliability, this also included pairs of the same

microphone, for each microphone. The other set was presented on a multi-stimulus

interface where all six stimuli could be arranged freely in order of preference on a single

rating axis, the format of which is further described in Section 3.2.2. As in Table 3.4,

a randomised block design was followed to control for the order of test types and the

order of songs, with four groups of nine subjects each.

To be able to compare the outcome of the two interfaces, a score was attributed to A

and B for each possible pair {A,B} of microphones, equal to the number of times A

was chosen over B by a subject, and vice versa. Microphone 3 was consistently disliked,

regardless of the test type. The measured frequency responses show considerably less

high frequency energy for this microphone, which may have caused its low score. In
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Table 3.4: Subject groups

Group Test type Song

1.1 Pairwise Black Velvet
Multiple stimuli No More Blues

1.2 Pairwise No More Blues
Multiple stimuli Black Velvet

2.1 Multiple stimuli Black Velvet
Pairwise No More Blues

2.2 Multiple stimuli No More Blues
Pairwise Black Velvet

the multi-stimulus case, microphone 4 was also significantly preferred over microphone

6. Leaving out those who incorrectly labelled over 50% of different pairs as equal, or

equal pairs as different, the remaining 21 subjects additionally preferred microphone 2

over microphone 1 in the multi-stimulus case.

Consistent with earlier findings, the multiple stimuli method was found to have a higher

discriminative power, finding more differences between the microphones — between

one and three more significantly different pairs, depending on which group of subjects

was considered. Multi-stimulus evaluation was also found to be less time-consuming

than pairwise evaluation, even with as few as six different stimuli per page. As the

multiple stimuli responses here are interpreted as a ranking instead of a continuous

rating, the additional advantage of expressing the magnitude of perceived differences is

not taken into account here. Clearly, the task was very challenging and preference for

certain microphones was not consistent, as very few significant differences were found,

and 15 subjects were excluded for incorrectly identifying identical or different pairs of

microphones. Further technical detail can be found in the associated paper [125].

Accordingly, only multi-stimulus interfaces are considered in what follows. The number

of stimuli should be as high as possible without making the task too tedious (less than

12), as this elicits a richer response [137].

To MUSHRA or not to MUSHRA

The MUlti Stimulus test with Hidden Reference and Anchor (MUSHRA) [130] is a well

established type of test, originally designed for the assessment of audio codecs, i.e. the

evaluation of (audible) distortions and artefacts in a compromised signal. Some of the
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defining properties of the associated interface, set forth by Recommendation ITU-R

BS.1534-1 (also referred to as the MUSHRA standard), are

• multiple stimuli, at least 4 and up to 15, are presented simultaneously;

• a separate slider per stimulus, with a continuous quality scale marked with ad-

jectives ‘Bad’, ‘Poor’, ‘Fair’, ‘Good’, and ‘Excellent’;

• attributes to be rated can be one or more, but should include ‘basic audio quality’;

• a reference stimulus is provided;

• the reference is also included in the stimuli to be rated, as a ‘hidden reference’;

and

• among the stimuli to be rated are one or more low-quality ‘anchors’.

Despite being developed with codec evaluation in mind, MUSHRA-style interfaces have

been used for many other purposes, including evaluation of mixes [23,26,138,139]. It has

the advantage of being well-known and well-defined, so that it needs little description

in the context of research papers, and results from different studies can be compared.

However, some question its suitability for other applications, and deviate from the

rigorous MUSHRA specification to better address the needs of the research at hand. In

this section the argument is made to employ a different test interface for the subjective

evaluation experiments in this work.

First and foremost, a ‘reference’ is not always defined [66]. Even commercial mixes by

renowned mix engineers prove not to be appropriate reference stimuli as they are not

necessarily rated more highly than mixes by student engineers (see Section 4.2). The

MUSHRA standard itself specifies that it is not suitable for situations where stimuli

might exceed the reference in terms of subjective assessment. It is aimed at rating the

attribute ‘quality’, by establishing the detectability and magnitude of impairments of a

system relative to a reference, and not to measure the listeners’ preference [140].

In Chapter 2, where different mixes of the same multitrack source were compared,

the ‘hidden anchor’ provided was an unprocessed, monaural sum of normalised audio.

Without requirement to rate any of the samples below a certain value, the supposedly

low quality anchor was not at the bottom of the ratings of some subjects, for some sets
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of stimuli. On the other hand, the inclusion of a purposely very low quality sample

tends to compress the ratings of the other stimuli, which are pushed to the higher end

of the scale, as the large differences the anchor has with other stimuli distract from the

meaningful differences among the test samples. An anchor serves to assess the ability

of test participants to correctly rate the samples, to enforce a certain usage of the scale

(i.e. to ‘anchor’ the scale at one or more positions), and to indicate the dimensions of

the defects to identify. As the task at hand is a subjective one, and the salient objective

correlates of the subject’s perception are not known, this is not applicable here. A final

drawback of including anchors is the increased number of stimuli to assess, raising the

complexity and duration of the task.

In the absence of anchors and references, and as listeners may or may not recalibrate

their ratings for each page, resulting ratings cannot be compared across pages, though

the average rating likely reflects their overall liking of all mixes and the song itself

[141].

Furthermore, whereas MUSHRA-style multiple stimuli tests feature a separate slider

for rating the quality of each individual sample versus a reference, here the perception

between the different stimuli is of interest and no reference is provided. A single rating

axis with multiple markers, each of which represent a different stimulus, encourages

consideration of the relative placement of the stimuli with respect to the attribute to

be rated. Such a ‘drag and drop’ type interface is more accessible than the classic

MUSHRA-style interface, particularly to technically experienced subjects [142]. It also

offers the possibility of an instantaneous visualisation of the ranking, helping the as-

sessor to check their rating easily, and making the method more intuitive. Ordinal

scales (rankings) have been proven to be preferable to interval scales (numerical rat-

ings) [143], further strengthening the case for single-axis interfaces. As stated in the

MUSHRA specification itself, albeit as an argument for multi-stimulus as opposed to

pairwise comparison, the perceived differences between the stimuli may be lost when

each stimulus is compared with the reference only [130]. In conclusion, while a true

‘multi-stimulus’ comparison of test samples, where each stimulus is compared with ev-

ery other stimulus, is technically possible with MUSHRA even without a reference, it

is probable that a subject may then not carefully compare each two similar sounding

stimuli.
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In the case of a discrete scale, it would for instance be possible for a subject to rate each

sample in a test as ‘Good’, providing very little information and therefore requiring a

high number of participants to obtain results with high discrimination. A plain ranking

interface is not chosen either, as it would prevent learning which stimuli a subject

perceives as almost equal, and which are considerably different. Thus, a continuous

scale is appropriate for the application at hand, as it allows for rating of very small

differences. Tick marks are omitted, to avoid a buildup of ratings at these marks

[144].

Because of all of the above, a multi-stimulus, continuous, single-axis interface, without

reference, anchors, or tick marks is used throughout the rest of this work. Following

the original and adapted MUSHRA scales [130,142], the scale is divided into five equal

intervals with the basic hedonic adjectives ‘Bad’, ‘Poor’, ‘Fair’, ‘Good’, and ‘Excel-

lent’.

Scales

Scale names used in listening tests often appear to have been defined by the exper-

imenter, rather than derived from detailed elicitation experiments, and are therefore

not necessarily meaningful or statistically independent of each other [145]. Scales asso-

ciated with specific, fixed attributes further suffer from several biases, from a ‘dumping

bias’ when ‘missing’ attribute scales impact the available scales [146], to a ‘halo bias’

when the simultaneous presentation of scales causes ratings to correlate [129]. Further-

more, the terms used may be understood differently by different people, particularly

non-experts [147]. No established set of attributes exists for the evaluation of mu-

sic production practices, whereas literature on topics like spatial sound includes many

studies on the development of an associated lexicon [145,148,149]. As such, instead of

imposed detailed scales, one general, hedonic scale is used here.

Evaluation of audio involves a combination of hedonic and sensory judgements. Prefer-

ence is an example of a hedonic judgement, while (basic audio) quality — “the physical

nature of an entity with regards to its ability to fulfill predetermined and fixed require-

ments” [150] — is primarily a sensory judgement [151, 152]. Indeed, preference and

perceived quality are not always concurrent [66, 153, 154]: a musical sample of lower
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perceived quality, e.g. having digital glitches or a ‘lo-fi’ sound, may still be preferred to

other samples which are perceived as ‘clean’, but don’t have the same positive emotional

impact. Especially when no reference is given, subjects sometimes prefer a ‘distorted’

version of a sound [135]. In this work, personal preference is deemed a more appropriate

attribute than audio quality or fidelity.

This single, hedonic rating can reveal which mixes are preferred over others, and there-

fore which parameter settings are more desirable, or which can be excluded from anal-

ysis. However, it does not convey any detailed information about what aspects of a

mix are (dis)liked. Furthermore, subjects tend to be frustrated when they do not have

the ability to express their thoughts on a particular attribute [155]. For this reason,

free-form text response in the form of comment boxes is accommodated. The results of

this ‘free-choice profiling’ also allow learning how subjects used and misused the inter-

face, whereas isolated ratings do not provide any information about the difficulty, focus,

or thought process associated with the evaluation task. A final, practical reason for

allowing subjects to write comments is that taking notes on shortcomings or strengths

of the different mixes helps keep track of which fragment is which, facilitating the com-

plex task at hand. The appropriate sliders and comment boxes are highlighted during

playback so that it is clear which stimulus the subject is listening to, as recommended

in [130].

As the purpose of these comments surpasses the goal of attribute elicitation, but also

aims to evoke detailed descriptions of mix issues or strengths, standard approaches

for the creation of semantic scales are not considered in the current work [102, 134,

147, 156]. At this early stage, it is unknown which instruments, processors, or sonic

attributes draw most attention, and whether the salient perceptual differences between

mixes can be expressed using descriptive terms (e.g. “drums are uneven”) or if more

detailed descriptions are typical (e.g. “snare drum is too loud”). For this reason, a

maximally free response format is chosen here. Undoubtedly, more focused studies

aimed at constructing a vocabulary pertaining to specific processors or instruments

will be useful for the successful development of high-level interfaces.

In the experiments described below, participants were able and encouraged to comment

on all stimuli using first a single text box with numbers ‘1:’ through ‘10:’ (songs 1–4)
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already present, and in later sessions a separate text box per stimulus (songs 5–8).

For the same participants (N = 21), the percentage of comments on stimuli increased

from 82.1% to 96.5%. When two participants who commented significantly less were

excluded, the comment rate was even as high as 99.8%. Comments were also 47.2%

longer in the case of separate boxes (88.3 rather than 60.0 characters per comment on

average). The two tests were near identical otherwise, except for the stimuli.

To minimise the risk of semantic constraints on subjects [157] and elicit the richest

possible vocabulary [102], all subjects should be allowed to use their native tongue.

This necessitates tedious, high quality translation of the attributes [158], ensured in

some cases by several bilingual experts on the topic [149]. However, it is understood

that experienced sound engineers studying and working in an English-speaking environ-

ment are most comfortable using English terminology and sonic descriptors, regardless

of their native language. Therefore, the issue did not present itself in the current

experiment.

In conclusion, the preference rating task serves to determine the overall, personal ap-

preciation of the mix, relative to other mixes of the same song. It further forces the

subjects to consider which mix they prefer over which, so that they reflect and comment

on the aspects that have an impact on their preference.

Visual distractions

A key principle in the design of auditory perception experiments is to keep visual

distractions to a minimum. In the context of digital interfaces, this means only having

essential elements on the screen, to minimally distract from the task at hand [159],

and to avoid the need for scrolling, improving the subjects’ accuracy and reaction

times [160].

Apart from the necessary rating scale, comment boxes, and navigation buttons, a trade-

off needs to be made between the value added and the attention claimed by interface

elements like progress indicators, a scrubber bar, and additional explanatory text. For

the experiments described here, only a page counter is deemed valuable enough, to

allow the subjects to budget their time.
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Free switching and time-aligned stimuli

Rather than playing all stimuli in a randomised but fixed sequence, allowing subjects

to switch freely between them enhances the ability to perceive more delicate differences

[147]. While this is fairly ubiquitous in digital listening test interfaces, some older

experiments did not accommodate this.

The comparison of differently processed musical signals is further facilitated by syn-

chronised playback of time-aligned audio samples, and immediate switching between

them. This leads to seamless transitions where the relevant sonic characteristics change

instantly while the source signal seemingly continues to play, directing the attention

to the differences in processing rather than the intrinsic properties of the song. It

also avoids excessive focus on the first few seconds of long stimuli, and makes toggling

between them more pleasant.

3.2.3 Listening environment

Sound reproduction system

Headphones were not used to avoid sensory discrepancy between vision and hearing, as

well as the expected differences in terms of preferred mix attributes between headphone

and speaker listening [161]. With the exception of binaural audio, which is not consid-

ered here, most sources in stereo music are generally positioned ‘inside the head’ when

listening to headphones [162]. While headphones represent an increasingly important

portion of music consumption, they are usually regarded as a secondary monitoring

system for mixing, when high quality loudspeakers in an acoustically superior space

are available. For certain critical auditive tasks, listening over loudspeakers is similar

to listening over headphones with regard to accuracy [163].

For this reason, high quality digital-to-analogue converters, amplifiers, and loudspeakers

were used as available in the listening room.
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Room

An important prerequisite for critical listening is a quiet, high quality, acoustically neu-

tral listening environment [2]. Similar to the listening test interface, visual distractions

in the room need to be reduced as well. This can be accomplished in part by dimming

the lights, and covering any windows [159].

All listening tests took place in CIRMMT’s Critical Listening Lab at McGill Univer-

sity (see Figure 3.4). The frequency response of the listening environment including

playback system (left speaker) is shown in Figure 3.5.

Figure 3.4: The Critical Listening Lab at CIRMMT, where all listening tests took
place

Listening level

The playback level of each stimulus was adjusted to have the same integrated ITU-R

BS.1770 loudness [92] — a universally accepted principle in listening test design when-

ever loudness should not have an influence on the rated attributes [129,164,165].

Subjects were instructed to first set the listening level as they wished, since their

judgements are most relevant when listening at a comfortable and familiar level [166],

and since many perceptual features vary with level, e.g. the perceived reverberation

amount [167, 168]. Some studies allow only a ±4 dB deviation from a reference level
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Figure 3.5: Frequency response of the Critical Listening Lab at CIRMMT at the
listening position, relative to 0 dB at 1 kHz

[169], while others set a fixed level for all subjects [170]. No such constraints were

deemed necessary here.

3.2.4 Subject selection and surveys

In the following, a distinction is made between skill, i.e. experience in audio or music,

and training, i.e. preparing for a specific test, for instance by including a training stage

from which results are not used for analysis. Therefore, a subject can be skilled on

account of being an audio professional, but untrained due to lack of a training stage

preceding the listening test.

Results from more skilled or trained subjects are likely to have higher discrimination

[133, 171] and to be more reliable [130]. For this reason, the subjects selected for this

task are all expert listeners. Training is not considered necessary due to the subjects’

expertise, the low complexity of the task, and spontaneous nature of the preference

rating and free-choice profiling. Furthermore, it is also costly both in terms of time

and materials, as responses from a training phase are not usually regarded as valid

results. Instead, the order of the pages is logged, so that it is possible to omit the

results of the first part of the test if necessary.

Exclusion of a certain subject’s results can also be deemed necessary based on self-
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reported hearing problems, indication of misunderstanding the assignment, strong de-

viation from other subjects, failure to repeat ratings, or incomplete data. In some

instances, one or more stimuli were not evaluated by a subject, in which case the rat-

ings of the remaining stimuli are not necessarily comparable to the other ratings. All

other results are used as none were deemed to be undesirable outliers.

Finally, a post-test survey was used to establish the subjects’ gender, age, experience

with audio engineering and playing a musical instrument (in number of years and

described in more detail), whether they had previously participated in (non-medical)

listening tests, and whether they had a cold or condition which could negatively affect

their hearing [163]. Completing the survey was not mandatory due to the sensitive

nature of some questions, yet none were left blank.

3.2.5 Tools

Existing tools

Listening tests require specialised software, usually custom-built, with meticulously

designed interfaces and carefully formulated questions, and capable of playing back

high quality audio with rapid switching between different samples. Several tools to run

such tests exist: see Table 3.5 for a selection of free, publicly available applications. At

present, HULTI-GEN [172] is the only example of a toolbox that presents the user with

a large number of different test interfaces and customisation without requiring manual

editing of configuration files or code, or knowledge of any programming language. While

it was developed in Max, it does not require a copy to be run. With the exception of

BeaqleJS, which includes an example server side script for result collection, the tests

have to be set up and conducted locally, and results are stored on the machine itself.

In other words, remote deployment is not possible and the experimenter has to be

present. As the single-axis, multi-stimulus interface described above is not supported

by the available tools, this section presents two tools (APE and WAET in Table 3.5)

which address this.

Other listening test software has been described in literature, but is not publicly avail-
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Table 3.5: Existing listening test platforms and their features and supported inter-
face types. ML stands for MATLAB, and JS stands for HTML/JavaScript. APE
and WAET were developed by the author, and presented herein.

Toolbox A
P
E

B
e
a
q
le

J
S

H
U

L
T

I-
G

E
N

M
U

S
H

R
A

M

S
c
a
le

W
h

is
P

E
R

W
A
E
T

Reference [103] [173] [172] [174] [175] [176] [127]

Language ML JS MAX ML ML ML JS

Remote X X
Time-aligned X

MUSHRA (ITU-R BS.1534) X X X X
Pairwise / AB Test X X X
Rank scale X X
Likert scale X X X
ABC/HR (ITU-R BS.1116) X X
−50 to 50 Bipolar with reference X X
Absolute Category Rating Scale X X
Degradation Category Rating Scale X X
Comparison Category Rating Scale X X X
9 Point Hedonic Category Rating Scale X X X
ITU-R 5 Continuous Impairment Scale X X
Multi-attribute ratings X X
ABX test X X X
Semantic differential X X X
Adaptive psychophysical methods X
Repertory Grid Technique X
n-Alternative Forced Choice X
Single axis multi-stimulus X X
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able at this time and therefore not considered here [177–180]. MushraJS16 is superseded

by BeaqleJS.

Audio Perceptual Evaluation (APE) tool for MATLAB

To accommodate multi-stimulus, single-axis rating with comments, a MATLAB tool

was developed featuring both this interface and a pairwise evaluation mode. Multiple,

simultaneously presented axes, with each axis corresponding to a certain attribute, are

also supported and used by the author in [42]. The reference and hidden anchor are

optional. Both stimulus and page order can be randomised. Configuration of a new

test consists of a simple text file containing the number of scales, the scale names,

number of stimuli, initial slider positions (randomised by default), scale marks, and

quantisation of the scale. A separate text file lists the directory and names of the

sound files. The results of the test are also returned as a text file, containing the

subject ID, date, initial and final positions of the sliders per axis, comments, random

mapping of stimulus numbers, elapsed time per page, and the sequence in which the

different stimuli were played. The structure of this tool is based on an earlier MATLAB

tool accompanying [181].

The software was published17 to help others set up similar listening tests without the

need to develop an interface from scratch [182,183]. This raised the bar with regard to

software development as different operating systems and new versions of MATLAB had

to be supported, and increased the quality and stability of the code as users reported

problems.

This community usage, in addition to own experience and subject feedback during

the experiment discussed below, inspired improvements to this software and eventu-

ally guided the development of a new tool. For instance, the following issues were

identified:

• In the event of a MATLAB crash or other interruption of the test, it should be

possible to keep the results and repeat the test from where the subject left off.

• Before continuing to the next page, asserting all stimuli were auditioned preserves

16github.com/akaroice/mushraJS
17code.soundsoftware.ac.uk/projects/ape

https://github.com/akaroice/mushraJS
https://code.soundsoftware.ac.uk/projects/ape
https://github.com/akaroice/mushraJS
https://code.soundsoftware.ac.uk/projects/ape
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the validity of the results. If one or more fragments were not played, the results

can turn out quite differently.

• Switching between time-aligned samples is possible, though a brief pause is heard.

• From the perspective of the experimenter, increasing numbers of test participants

necessitate automated compilation, processing, and even visualisation of test re-

sults.

• While the order of playback is logged, no information is stored regarding the time

and length of each audio playback, the corresponding positions in the audio file,

or the time of slider movement events. Such metrics can help identify low-quality

subjects and learn how the interface is used.

The main drawbacks of this tool were the tedious maintenance of the code as bugs were

identified across different operating systems and new versions of MATLAB, the resulting

difficult deployment and troubleshooting, and the requirement to have a MATLAB

license on the listening room’s computer.

The case for browser-based listening tests

In many situations, listening tests are run on one or more computers in dedicated

listening rooms, sometimes in different cities or countries. As these computers may have

different operating systems and versions of necessary software, developing an interface

that works on all machines can be a challenge. Furthermore, as new versions of such

software may not support the tool, it is best to reduce dependencies to a minimum.

When the test is run locally, a problem with the machine itself can lead to loss of all

results thus far — including tests from previous subjects if these were not backed up.

Result collection from several computers, especially when they are remote, is tedious

and can easily lead to lost or misplaced data. Similarly, installation, configuration,

and troubleshooting can be a hurdle for participants or a proxy standing in for the

experimenter.

All these potential obstacles are mitigated in the case of a web-based listening test:

system requirements are essentially reduced to the availability of certain browsers,

installation and configuration of software is not needed, and results could be sent over
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the web and stored elsewhere. On the server side, deployment requirements only consist

of a basic web server, with PHP functionality or similar if result collection and online

access to results is desired. As recruiting participants can be very time-consuming, and

as some studies necessitate a large or diverse number of participants, browser-based

tests can enable participants in multiple locations to perform the test simultaneously

[184].

Finally, any browser-based listening test can be integrated within other sites or en-

hanced with various kinds of web technologies. This can include YouTube videos as

instructions, HTML index pages tracking progression through a series of tests, auto-

matic scheduling of a next test through Doodle, awarding an Amazon voucher, or access

to an event invitation on Eventbrite.

Naturally, remote deployment of listening tests inevitably leads to loss of control to a

certain degree, as the experimenter is not familiar with the subjects and possibly the

listening environment, and not present to notice irregularities or clarify misunderstand-

ings. Some safeguards are possible, like assertions regarding proper interface use and

extensive diagnostics, but the difference in control cannot be avoided entirely. Note,

however, that in some cases the ecological validity of the familiar listening test environ-

ment and the high degree of voluntariness may be an advantage [185]. While studies

have failed to show a difference in reliability between controlled and online listening

tests [163, 186], these were not concerned with the assessment of music production

practices.

In this work, all perceptual evaluation takes place in a dedicated, high quality listening

room. For most of the experiments, the author was not in the same country, but

a proxy filled in. The observations in this section were made during the process of

conducting listening tests using the MATLAB-based interface described in the previous

section.

Web Audio Evaluation Tool

To address the aforementioned concerns, a new, browser-based tool was created with

which a wide variety of highly configurable tests can be designed, while keeping setup

and result collection as straightforward as possible.
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Whereas most available software still requires a substantial amount of programming

or tedious configuration on behalf of the user, the Web Audio Evaluation Tool allows

anything from test setup to visualisation of results to happen entirely in the browser,

making it attractive to researchers with less technical backgrounds as well. To this end,

all of the user modifiable options are set in a single XML document that can be written

manually from scratch or from an existing document, or using the included test creator

HTML GUI. The code itself only needs to be altered when advanced modifications need

to be made.

There are several benefits to providing basic analysis tools in the browser: they allow

immediate diagnosis of problems, with the interface or with the test subject; they may

be sufficient for many researchers’ purposes; and test subjects may enjoy seeing an

overview of their results — or all results thus far — at the end of their tests. An

example of such visualisations is shown in Figure 3.6.

Figure 3.6: Online box and whisker plot showing the aggregated numerical ratings
of six stimuli by a group of subjects

With the exception of optional remote result storage and access, the tool exclusively

uses client side processing utilising the new HTML5 Web Audio API, supported by

most major web browsers. This API allows for constructing audio processing elements

and connecting them together to produce a high quality, real-time signal processor to

manipulate audio streams on a sample level [184]. It further supports multichannel

processing and has an accurate playback timer for precise, scheduled playback control.

The Web Audio API is controlled through the browser’s JavaScript engine and is there-

fore highly configurable. Because processing is all performed in a low latency thread

separate from the main JavaScript thread, blocking due to real time processing does

not occur.
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Each audio sample is downloaded asynchronously into the JavaScript environment for

further processing. This is particularly useful for the Web Audio API because it sup-

ports downloading of files in their binary form. Once downloaded, the file is decoded

into a raw float32 array using the Web Audio API offline decoder. The decoded audio

is then ready for instant playback, making the interface very responsive. Immediate

and seamless switching between time-aligned samples is made possible by playing back

all samples at the same time, with all gains equal to zero except the currently playing

sample. The integrated loudness of each sample is calculated and stored to enable on-

the-fly loudness normalisation. Performing this in the browser obviates any need for

pre-processing.

To address the problem of unevaluated stimuli, an optional assertion reminds the sub-

ject to play back all samples at least partially if they did not do so before submitting.

In addition, safeguards are available to ascertain that every sample was auditioned in

its entirety, that every slider was moved, that all commented boxes contain text, or

that at least one slider is below or above a certain value.

Owing to the tool’s stability, and warning messages when closing a window, incomplete

tests are all but avoided. When a test is somehow interrupted, by human or machine,

it can be resumed from where the subject had left off because of continual intermediate

session saves.

To allow for extensive analysis, diagnostics, and subject selection, it is possible to track

which parts of the audio fragments were listened to and when; at what point in the

audio stream the participant switched to a different fragment; and how a fragment’s

rating was adjusted over time within a session. Using this data, the timeline of the

test can be visualised as in Figure 3.7 for each subject and each page. Volume changes

and failed submission attempts (when the conditions are not fulfilled) are logged with

a timestamp as well.

To accommodate the widest possible variety of tests, other optional functionality in-

cludes cross-fades, fade-outs and fade-ins, pre- and post-silence, looping, a scrubber bar,

a volume slider, a progress indicator, arbitrary per-sample gain, specific sample rate

enforcement, an outside reference, a hidden reference, hidden anchors, an audiometric

test where sine tones octaves apart are to be set at equal loudness, logging browser
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Figure 3.7: This timeline of a single subject’s listening test shows playback of
fragments (red segments) and marker movements on the rating axis in function of
time.

and display information, customisable marker labels, and built-in pre-/post-test and

pre-/post-page surveys.

In an effort to open the tool to any kind of audio evaluation task, a wide range of

highly customisable interfaces were implemented, such as AB(C...), ABX, vertical slid-

ers (MUSHRA-style [130]), horizontal sliders, radio buttons (Likert-style), and wave-

form annotation. From these templates, all common, standardised listening test formats

can be implemented — see Table 3.6.

Publishing and promoting the tool has led to extensive use18 and a large volume of

feedback, as it has been used for studies on automatic audio effects [41], speech intel-

ligibility [195], preference of commentary level [196], and realism of synthesised sound

effects [197], among others. This has improved the code to a point where it is compat-

ible with any browser supporting the Web Audio API and HTML 5, and sufficiently

robust to handle the substantial challenges with which a cross-platform, web-based,

user-facing, and critical piece of software has to cope. In addition to the time saved by

using an off-the-shelf, feature-rich tool, researchers also benefit from an experimental

apparatus that is well-documented and extensively tested by others, owing to its open

character and versatility.

The code and documentation can be downloaded from the GitHub page19 (git) or

18github.com/BrechtDeMan/WebAudioEvaluationTool/wiki/Examples
19github.com/BrechtDeMan/WebAudioEvaluationTool

https://github.com/BrechtDeMan/WebAudioEvaluationTool/wiki/Examples
http://github.com/BrechtDeMan/WebAudioEvaluationTool
https://github.com/BrechtDeMan/WebAudioEvaluationTool/wiki/Examples
http://github.com/BrechtDeMan/WebAudioEvaluationTool
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Table 3.6: Selection of supported listening test formats

Name Ref. Description

5 pt. Continuous Im-
pairment

[187] Same as ABC/HR but with a reference.

9 pt. Hedonic Cate-
gory Rating

[188] Each stimulus has a seven point scale with values: Like ex-
tremely, Like very much, Like moderate, Like slightly, Nei-
ther like nor dislike, Dislike extremely, Dislike very much,
Dislike moderate, Dislike slightly. There is also a provided
reference.

−50 to 50 bipolar w/
ref.

Each stimulus has a continuous scale −50 to 50 with default
values as 0 in middle and a reference.

AB test [135] Two stimuli are presented simultaneously, participant selects
a preferred stimulus.

ABC/HR [169] (Mean Opinion Score: MOS): each stimulus has a continuous
scale (5–1), labelled as Imperceptible, Perceptible but not
annoying, Slightly annoying, Annoying, Very annoying.

ABX test [189] Two stimuli are presented along with a reference and the
participant has to select a preferred stimulus, often the clos-
est to the reference.

ACR [190] Absolute Category Rating Scale. Like Likert but labels are
Bad, Poor, Fair, Good, Excellent.

CCR [190] Comparison Category Rating. Like ACR & DCR, but 7
point scale, with reference, and labels are Much better, Bet-
ter, Slightly better, About the same, Slightly worse, Worse,
Much worse.

DCR [190] Degradation Category Rating. Like ABC & Likert, but la-
bels are (5) Inaudible, (4) Audible but not annoying, (3)
Slightly annoying, (2) Annoying, (1) Very annoying.

Likert [191] Each stimulus has a five point scale with values: Strongly
agree, Agree, Neutral, Disagree, Strongly disagree.

MUSHRA [192] See Section 3.2.2.
Pairwise comparison [193] Every stimulus is rated as being either better or worse than

the reference.
Rank [194] Stimuli ranked on single horizontal scale, where they are

ordered in preference order.
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SoundSoftware repository20 (Mercurial). Further technical details can be found in the

associated publications [126,127].

3.2.6 Perceptual evaluation experiment

Design

The mixes were evaluated in a listening test to measure preference, as perceived by a

group of trained listeners. The independent variables of the experiment were mix (or

mix engineer) and song. The dependent variables consisted of preference rating and

the free-choice profiling results.

Participants

For the perceptual evaluation experiment there were a total of 34 participants: 24

participants from the mix creation process and 10 instructors (all male) from the same

sound recording program. Between 13 and 22 ratings were collected per mix. Each

student received a small compensation for their time upon taking part in the listening

test.

Materials

The source content and mix procedure was described in Section 3.1.3 of this chap-

ter.

For the purpose of perceptual evaluation, a fragment consisting of the second verse

and chorus was used. With an average length of one minute, this reduced the strain

on the subjects’ attention, likely leading to more reliable listening test results. It also

placed the focus on a region of the song where the most musical elements were active.

In particular, the elements which all songs have in common (drums, lead vocal, and

a bass instrument) were all active here. A fade-in and fade-out of one second were

applied at the start and end of the fragment [66].

20code.soundsoftware.ac.uk/projects/webaudioevaluationtool

https://code.soundsoftware.ac.uk/projects/webaudioevaluationtool
https://code.soundsoftware.ac.uk/projects/webaudioevaluationtool
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Apparatus

The listening tests in this chapter were carried out using the MATLAB-based APE

tool [103], following the principles set forth above.

Procedure

The listening test was conducted with one participant at a time. After having been

shown how to operate the interface, the participant was instructed — both written

and verbally — to audition the samples as often as desired, to rate the different mixes

according to their preference, and to write extensive comments in support of their

ratings, for instance ‘why they rated a fragment the way they did’ and ‘what was

particular or different about it’.

The instructions stated participants could use the preference rating scale however they

saw fit, not requiring any sample to be rated at 0% or 100% of the scale. As such,

the ratings were not anchored at any point except by the subjective adjectives on the

rating scale, and reflected both the relative ratings of the stimuli with regard to one

another, as well as a general appraisal of the stimuli. For instance, it was possible to

rate no mixes as ‘Excellent’. In post-processing of the ratings, the effect of various

forms of normalisation was studied, including stretching each subject’s ratings over the

full scale, subtracting their mean or median, dividing by their standard deviation, and

a combination of the aforementioned, but none were found to yield more significant or

meaningfully different results.

Songs 1–8 (Table 3.2) were evaluated only by participants who did not take part in

mixing that particular song. This reduced influence from having made mixing decisions

during their own mix and generally being exposed to the song [66], while allowing to

assess more content in less time. As a consequence, students assessed two songs per

session (two in the Autumn semester of 2013, and two in the Spring semester of 2014),

and others assessed four. To allow for analysis of self-assessment (see Section 4.2), songs

9 and 10 were analysed by the students who participated in mixing the respective songs,

too.

Subjects were encouraged to take breaks between different pages if needed to prevent
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listening fatigue. Subjects spent an average of 17 min ± 8 min per song, well below the

recommended duration limit found in literature [198]. The first evaluated song took

20 min ± 10 min, then 14 min ± 6 min, 13 min ± 5 min and 12 min ± 3 min.
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3.3 Conclusion

Examination of the resources available to researchers on quantitative analysis and per-

ceptual evaluation of multitrack mix practices shows that improvements are possible,

which this work addresses on multiple fronts.

First, a multitrack audio repository with semantic database was created in the form

of the Open Multitrack Testbed, providing a centralised resource for raw streams of

audio, combinations thereof, and accompanying metadata. Consisting of content that

is readily obtainable online, often under liberal licenses, it promotes reproducibility and

sustainability of this work and others, and continues to grow by welcoming contributions

from the community.

Second, a dataset of realistic mixes was produced from high-quality music recordings,

largely shared on said Testbed. In contrast with the type of data in most previous

studies, these mixes are maximally representative of commercial music production,

having been contributed by skilled mix engineers using professional tools in a familiar

environment. Even so, in-depth analysis is possible as detailed parameter settings and

raw audio are available.

Third, a methodology for the perceptual evaluation of music production practices was

constructed, weighing different approaches and parameters for the task of rating and de-

scribing differently processed versions of musical source audio. Based on the proposed

principles, listening test software was developed and a perceptual evaluation experi-

ment was conducted to compare the different mixes. Results from this experiment are

reported and analysed in the next chapter.

Finally, during the use of this listening test tool, further issues were identified and

addressed in the implementation of a second, browser-based tool, that was shared as

well, and used in Chapter 5.

The requirements of studies on this relatively recent and specialised topic, including

multitrack audio and perceptual evaluation of subtle, highly subjective and multidi-

mensional differences, are clearly different from other fields. As a result, it was not

possible to rely on datasets and tools from related disciplines. Conversely, the assets
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presented here are themselves proving useful in a variety of audio- and music-related

domains [29,40,41,118–121,195,197].



Chapter 4

Single group analysis

4.1 Objective features

To learn how people mix, low-level audio features are extracted from the mixes obtained

in Chapter 3, as well as from their constituent elements. These can reveal trends and

variances which further the understanding of mixing practices, and ultimately confirm,

improve, or replace assumptions made in automatic mixing systems.

4.1.1 Features overview

The materials considered for this analysis are songs 1–8 (Table 3.2), each mixed by eight

engineers whose recreated sessions are available. While some deviated slightly from the

permitted set of tools, this was of no consequence to the elements under investigation.

Three types of instruments — drums, bass, and lead vocal — are analysed here, as

they are featured in all test songs, and are common elements in contemporary music

in general. Furthermore, the drums are split into the elements kick drum, snare drum,

and ‘rest’ which contains overhead, hi-hat, room microphones, and the occasional toms.

Three out of eight songs had a male lead vocalist, and half of the songs featured a

double bass (in one case part bowed) while the other half had a bass guitar for the bass

part.

The audio was recorded and mixed at a sample rate of 96 kHz, but converted to 44.1 kHz

100
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Feature Ref.

D
Y
N
A
M

IC Loudness [92]
Crest factor (100 ms)

}
[201]

Crest factor (1 s)
Activity [23]
Low energy [202]

S
T
E
R
E
O

SPS
}

[203]
P[band]

Side/mid ratio
Left/right imbalance

S
P
E
C
T
R
A
L

Centroid


[204]

Brightness
Spread
Skewness
Kurtosis
Rolloff 95%
Rolloff 85%
Entropy
Flatness
Roughness
Irregularity
Zero-crossing rate

Octave band energies

Table 4.1: List of extracted features

using SoX1 to reduce computational cost and to calculate spectral features based on

the mostly audible region. Sample rates are rarely higher in the domain of music

information retrieval, from which most of the features were borrowed. The processed

tracks are rendered from the digital audio workstation with all other tracks inactive,

but with an unchanged signal path including send effects and bus processing2.

The set of extracted features (Table 4.1) has been tailored to reflect dynamic, spatial,

and spectral signal properties relevant to music production. Where applicable, the

mean of the feature value over all frames is used. For the purpose of this investigation,

only a fragment of the song consisting of the second verse and chorus is analysed, as

most sources (including drums, bass, and lead vocal) are active here. When elements

were muted (e.g. snare drum or kick drum track when deemed redundant by the mix

engineer), the corresponding values are dropped from the analysis.

1SoX.sourceforge.net
2When disabling the other tracks, nonlinear processes on groups of tracks (such as bus dynamic

range compression) will result in a different effect on the rendered track since the processor may be
triggered differently. While for the purpose of this experiment, the difference in triggering of bus
compression does not affect the considered features significantly, it should be noted that for rigorous
extraction of processed tracks, in such a manner that when summed together they result in the final
mix, the true, time-varying bus compression gain should be measured and applied on the single tracks.

http://SoX.sourceforge.net
http://SoX.sourceforge.net
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As a simple RMS level can be strongly influenced by high energy at frequencies the

human ear is not particularly sensitive to, the perceptually informed ITU-R BS.1770

loudness measure of the processed source versus that of the complete mix is used instead

[92]. More sophisticated, multi-band loudness features, which account for auditory

masking by simultaneously playing sources, are not considered here as their performance

is inferior to simpler, single band algorithms, particularly on broadband material [24,

205–207].

The crest factor over a window of 100 ms and 1 s with 50% overlap measures the short

term dynamic range of the signal [201].

Gating, muting, and other processes that introduce silence are quantified as the per-

centage of time the track is active, with the activity state indicated by a Schmitt

trigger (hysteresis gate) with thresholds at L1 = −25 LUFS and L2 = −30 LUFS, as

in [23].

Spatial processing is measured using the Stereo Panning Spectrum (SPS), showing the

spatial position of a certain time-frequency bin, and the Panning Root Mean Square

(P[band]), the RMS of the SPS over a number of frequency bins [203]. Specifically, the

analysis includes the absolute value of the SPS, averaged over time, and the standard

Ptotal (all bins), Plow (0–250 Hz), Pmid (250–2500 Hz), and Phigh (2500–22050 Hz), also

averaged over time.

Furthermore, two simple stereo measures are proposed. The side/mid ratio, calculated

as the power of the side channel (average of left channel and polarity-reversed right

channel, Equation (4.1)) over the power of the mid channel (average of left and right

channel, Equation (4.2)), measures stereo width:

xS =
xL − xR

2
(4.1)

xM =
xL + xR

2
(4.2)

where xL and xR are the audio signals carried by the left and right channel, and xS

and xM are the side and mid signal, respectively.
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The left/right imbalance is defined as |(R− L)/(R+ L)|, where L is the total power of

the left channel, and R is the total power of the right channel. Thus, a centred track

has low imbalance (≈ 0) and low side/mid ratio (≈ 0), while a hard panned track has

high imbalance (≈ 1) and high side/mid ratio (≈ 1). Note that while these features are

related, they do not mean the same thing. A stereo source could have uncorrelated or

out-of-phase signals with equal energy in the left and right channel respectively, which

would lead to a low left/right imbalance (≈ 0) and a high side/mid ratio (≈ 1 or→∞,

respectively).

Finally, several features from the MIR Toolbox [204] (with the default 50 ms window

length) as well as octave band energies describe the spectral characteristics of the

audio.

4.1.2 Statistical analysis of audio features

Both the absolute values of the extracted features (showing the tracks’ desired charac-

teristics) as well as the change in features between raw and processed tracks (showing

common manipulations) are considered. When taking only the manipulations into ac-

count, similar to blindly applying a software plugin’s presets, the results would be less

translatable to situations where the source material’s properties differ from those in this

work. Conversely, only examining absolute values would not reveal common practices

that are less dependent on the source material.

Analysis of variance

Table 4.2 shows the mean values of the features, as well as the standard deviation

between different mix engineers and the standard deviation between different songs,

for the various considered instruments. Most features show greater variance across

different songs for the same engineer, than over different engineers for the same song.

Notable exceptions to this are the left/right imbalance and spectral roughness, which

appear to be more dependent on the engineer than on the source content.

The change of features (difference before and after processing, where applicable), shown

in Table 4.3, varies more between different songs than between different engineers,
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too, again with the exception of spectral roughness. Spatial features and loudness

are not meaningful here as raw tracks are monaural and their level or loudness is

inconsequential. The total mix and ‘rest’ are also not included, as these consist of

several processed tracks.

Only the lead vocal has a larger spread across different engineers than across different

songs for absolute spatial features, and for changes in half of the spectral feature values.

This indicates that an individual mix engineer has a relatively consistent approach to

processing the lead vocal, and the source material does not have a very strong influence.

For other sources, the content, context, or musical genre is a more determining factor,

as variation among mix engineers is smaller than among songs.

Consider the hypotheses that the different ‘treatments’ (different source material, mix

engineer, or instrument) result in the same feature values, or the same change in feature

values. An analysis of variance determines for which features these hypotheses can be

rejected. For those features for which there is a significant effect (p < .05) in both

groups, a multiple comparison of population means using the Bonferroni correction

establishes which instruments, engineers, or songs cause a significantly lower or higher

mean feature value compared to others. For individual instruments, the source material

only causes the means of the feature to differ significantly for the zero-crossing rate of

the snare drum track, and for the spectral entropy of the total mix. In other words,

whereas some engineers would disagree on processing values, the source material has

less impact on these decisions. The outcome of these tests is discussed in more detail

in the following paragraphs.

Balance

The relative loudness of the bass (p < .01), snare drum (p < .05), and other drum

instruments or ‘rest’ (p < 5 · 10−4) is highly dependent on the mix engineer.

From Figure 4.1, it is apparent that the lead vocal is significantly louder than the other

elements considered here. Furthermore, the vocal spans a narrow range of loudness

values, suggesting a near-universal agreement on a ‘target loudness’ of about −3 LU

relative to the overall mix loudness. Pestana’s study of vocal level confirms this, con-

cluding that on average vocals are as loud as the sum of all other tracks [51]. Note that
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Figure 4.1: Box plot representing the loudness of the sources, across songs and mix
engineers. The red horizontal line represents the median, the bottom and top of the
‘box’ represent the 25% and 75% percentile, and the dashed vertical lines extend
from the minimum to the maximum, not including outliers (indicated by black
dots), which are higher than the 75% percentile or lower than the 25% percentile
by at least 1.5 the interquartile range. The notch spans the 95% confidence interval
of the median.

the loudness shown here is relative to the whole mix, including vocals. Later work on

the average relative loudness of sources further corroborated these ranges of values for

vocal, bass, and drums, showing overlapping confidence intervals of the median [52].

Another study found an average vocal loudness below −6 LU relative to the total mix

loudness [24], though no information is available about the mix engineers, the error is

much larger, and the findings could not be reproduced and investigated further as the

exact songs analysed have not been disclosed. In automatic mixing research, a popu-

lar assumption is that with the possible exception of the main element — usually the

vocal — the loudness of the different tracks or sources should be equal [19, 21, 23, 53].

However, the results presented here directly contradict this hypothesis.

It should be noted that due to crosstalk between the drum microphones, and partic-

ularly overhead and room microphones, the effective loudness of the snare drum (and

kick drum, albeit to a lesser extent) will differ from the loudness measured from the

snare drum and kick drum tracks. Source separation methods could be employed to

more accurately calculate the source loudness, and recent work on identifying overhead

microphones in a multitrack session could further automate this process [121]. As a
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result, the snare drum microphone loudness can be as low as −35 LU relative to the

total mix loudness, though this is then compensated by a louder ‘rest’ of the drum

set, and vice versa, as shown by the narrow spread of the complete drum stem loud-

ness values. This confirms that two approaches exist with regard to mixing drums:

using overhead microphones as the main signal and adding emphasis as needed with

the close kick and snare drum microphones, or using the close microphones as primary

signals and bringing up the more distant microphones for added ‘air’ or ‘ambience’ to

taste [65].
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Lead Me My Funny Valentine Song A No Prize Not Alone Red To Blue Song B Under A Covered Sky

Figure 4.2: Box plot representing the loudness of the sources per song, across mix
engineers. The black horizontal line represents the median, the bottom and top
of the ‘box’ represent the 25% and 75% percentile, and the dashed vertical lines
extend from the minimum to the maximum, not including outliers (filled circles),
which are higher than the 75% percentile or lower than the 25% percentile by at
least 1.5 the interquartile range.

A more detailed view of the loudness per instrument, broken down per song, is given

in Figure 4.2. One obvious trend is the significantly lower drum loudness for the two

jazz songs, My Funny Valentine and No Prize.
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Dynamics processing

The crest factor is affected by the instrument (p < .005), and every instrument individ-

ually shows significantly different crest factor values for different engineers (p < .005).

One exception to the latter is the kick drum for a crest factor window size of 1 s,

where the null hypothesis was not disproved for one of the two groups of engineers and

songs.

The percentage of the time a track is active depends on the mix engineer (p < .01), for

instance the decision to gate the kick drum (p < 10−4).

Stereo panning

The Panning Root Mean Square values (P[band]) and side/mid ratio all show a pro-

portionally large value for the total mix and for the ‘rest’ group, meaning these are

meaningfully wider than the other, traditionally centred and ‘monaural’ sources, as can

be expected. The difference is significant for all frequency bands but the lowest, where

only the bass track is more central than the total mix and the drums. This confirms

sound engineering textbooks and earlier research, stating that low-frequency sources as

well as lead vocals and snare drums should be panned central [25,26,28,65,208].
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Figure 4.3: Mean Stereo Panning Spectrum (with standard deviation) over all
mixes and songs

To further quantify the spatialisation for different frequencies, Figure 4.3 displays the

panning as a function of frequency, using the average Stereo Panning Spectrum over all

mixes and songs. From this figure, a clear increase in SPS with increasing frequency

is apparent between 50 Hz and 400 Hz. However, in contrast to what is suggested by
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literature [26,208], this trend is not observed towards the very low (20–50 Hz) or higher

frequencies (>400 Hz).

Equalisation

The spectral centroid of the whole (unmastered) mix varies strongly depending on the

mix engineer (p < 10−5). The centroid of the snare drum track is typically increased

through processing, due to attenuation of the low frequency content, reduction of spill

of instruments like kick drum, or the emphasis of frequency components above the

original centroid. The brightness of each track except bass and kick drum is increased

as well.

For a large set of spectral features (spectral centroid, brightness, skewness, roll-off,

entropy, flatness, and zero-crossing), the engineers disagree on the preferred value for

all instruments except kick drum. In other words, the values describing the spectrum

of a kick drum across engineers are overlapping, implying a consistent spectral target

(a certain range of appropriate values). For other features (spread, kurtosis, and ir-

regularity) the values are different across engineers for all instruments. The roughness

shows no significantly different means for any instrument except the ‘rest’ bus.

Analysis of the octave band energies of the different instruments reveals definite trends

across songs and mix engineers, see Figure 4.4. The standard deviation does not con-

sistently decrease or increase over the octave bands for any instrument when compared

to the raw audio. Note that because the deviation can be skewed, some standard devi-

ation intervals in this plot exceed 0 dB, while no (normalised) octave band can exhibit

energy above 0 dB.

The suggested ‘mix target spectrum’ is in agreement with [67], which showed a ‘target

spectrum’ that was more or less consistently aimed for, varying with genre and decade.

Figure 4.5 shows the average spectrum of every number one hit after 2000 lies within

standard deviation of the measured average mix spectrum.

The average relative change in energies is not significantly different from zero (no

bands are consistently boosted or cut for certain instruments), but taking each song

individually in consideration, a strong agreement of reasonably drastic boosts or cuts is
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Figure 4.4: Normalised octave band energies for different instruments (average in
blue and standard deviation in red) compared to raw signal (black)

shown for some songs. This confirms that the equalisation is highly dependent on the

source material, and that engineers largely agree on the necessary treatment for source

tracks showing spectral anomalies.

4.1.3 Workflow statistics

Beyond signal-level analysis of the processed tracks, having access to the DAW files

also affords the opportunity to investigate the mixing workflow. In particular, the

tendency to group tracks which exhibit a particular relationship (e.g. all guitar tracks)

is considered in this section. This process, commonly referred to as subgrouping, allows

faster or more convenient manipulation of several signals at once, and provides a better

overview of the otherwise potentially overwhelming session.
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Figure 4.5: Average octave band energies for total mix, compared to ‘After 2000’
curve from [67] (green dashed line)

Subgroup type # subgroups # tracks

Drums 73 78
Vocals 71 48
Guitars 64 49
Keyboards 49 15
Bass 42 11

Table 4.4: Number of different individual subgroup types over all 64 mixes, and
how many audio tracks of that type occurred across all 8 songs

Very little is known about how mix engineers choose to group sources. The problem

was touched on briefly in [51] which showed gentle bus compression “helps blend things

better”, but did not give much insight into how subgrouping is generally used. In [210],

an automatic subgrouping algorithm learning from manually assigned instrument class

labels is presented, but providing a deeper understanding of subgrouping by humans

was not the aim of the paper.

Table 4.4 shows a breakdown of the most common instruments to be grouped together.

It is clear that the likelihood of subgrouping depends on the number of tracks of that

type. Indeed, the number of subgroups one creates is very strongly related to the

number of tracks used in that final mix, with a Spearman rank correlation of ρ = .93

(p < .01).

Almost all mix engineers subgrouped audio tracks based on instrumentation, though

Table 4.5 shows a number of subgroups containing combinations of instruments. Only 4

out of the 72 considered mixes had no subgroups at all, 3 of which were of the song My

Funny Valentine — which has only one vocal part, one keyboard, and no guitars.

Subgroups sometimes contained other subgroups, often including several instruments
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Subgroup type # subgroups

Bass + Guitars + Keyboards + Vocals 4
Bass + Guitars + Keyboards 3
Drums + Percussion 3
Guitars + Keyboards 2
Drums + Bass + Guitars + Keyboards 2
Drums + Bass + Vocals 1
Bass + Guitars 1
Drums + Bass + Keyboards + Vocals 1

Table 4.5: Number of different multi-instrument subgroup types that occurred in
all the mixes

(9 occurrences), but also consisting of only drums (10 occurrences) or vocals (3 oc-

currences). Upon closer inspection, it was found that in eight of the ‘nested’ drum

subgroups, the overhead microphones were separated from other drum elements, so

that they could be processed simultaneously as a stereo pair. In seven of these cases

the kick drum, snare drum, and hi-hats, arguably the key instruments within a drum

kit, were grouped together.

4.1.4 Conclusion

Sixty-four mixes from eight multitrack recordings by eight mix engineers each were

analysed in terms of dynamic, spatial, and spectral processing of common key ele-

ments. This helped confirm or challenge assumptions from practical sound engineering

literature and previous research, and identify consistent trends and notable points of

disagreement. Most notably, the loudness of the lead vocal track relative to the total

mix loudness was found to be significantly louder than all other tracks, with an average

value of −3 LU. The amount of panning as a function of frequency was investigated,

and found to be increasing with frequency up to about 400 Hz, above which it stays

more or less constant. Lead vocal, snare drum, and low frequency elements are cen-

trally panned. Spectral analysis has shown a definite target spectrum that agrees with

the average spectrum of recent commercial recordings, even though the current content

was not mastered. A greater variance of most features was measured across songs than

across engineers, whereas the mean values corresponding to the different engineers were

more often statistically different from each other.

The original DAW sessions of the mixes were examined to investigate subgrouping
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practices, a markedly unexplored area. A strong tendency to group similar instruments

together was noted, especially in the case of a high number of tracks.

Even if a limited selection of songs were studied, some genre-dependence was observed

in the two only jazz songs of the set, in particular a lower drums loudness. A larger

dataset is needed to make more authoritative claims.

An extrapolation to other instruments is also needed to validate the generality of the

conclusions regarding the processing of drums, bass, and lead vocal at the mixing stage,

and to further explore laws underpinning the processing of different instruments.

Finally, while the mixes were contributed by masters level students from a renowned

sound engineering programme, perceptual evaluation is needed to determine whether

they are truly representative of commercial music production. There is the possibility

that unconventional or even poor mixes skewed the results and reduced their precision.

At the same time, some of the chosen features may not be relevant to perception. In

the next section, subjective ratings are studied in conjunction with these features to

determine their importance and quantify the influence on preference. This shifts the

question from “what makes a typical mix” to “what makes a good mix”.
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4.2 Subjective numerical ratings

Perceptual evaluation of mixes is essential when investigating music production prac-

tices, as it reveals which processing corresponds with a generally favoured effect. In

contrast, when mixes are studied in isolation, i.e. without comparison to alternative

mixes or without feedback on the engineer’s choices, it cannot be assumed that the

work is representative of what an audience might perceive to be a good mix. There-

fore, in this section, the subjective ratings from the perceptual evaluation experiment

described in Section 3.2 are discussed in relation to low-level features extracted from

the stereo mixes.

4.2.1 Preference rating

The preference ratings attributed to all mixes of songs 1–10 are considered (Table 3.2),

including the additional professional mix and the machine-made mix. With the excep-

tion of songs 9 and 10, and the professional mixes, subjects only assessed songs they

did not mix and which were therefore presumably unfamiliar to them.

Figure 4.6 shows the ratings received by every mix engineer in the test (for one or

more songs) including the teachers (‘P1’ and ‘P2’, shown together as ‘Pro’) and the

completely autonomous mix (‘Auto’), as well as the combined ratings received by first

year (‘Y1’) and second year (‘Y2’) students. While subjects did not agree on a clear

order in terms of preference in this case, there is a definite tendency to favour certain

mixes over others. Mixes by second year students are only given a slightly higher

preference rating on average than those by first year students, although it should be

noted the two are never assessed at the same time, i.e. each individual song was mixed

by students from the same year.

Two songs (9 and 10) were also evaluated by the group of engineers who mixed the

song, so that each would also assess their own mix. Except for one engineer, who rated

his own mix lowest, all rated their own mix higher than the median rating their mix

received (see Figure 4.7). Of these 16 participants, 13 also rated their mix higher than

the average rating they attributed to other mixes of the same song. This suggests

that engineers either have a consistent taste whether they are mixing themselves or
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Figure 4.6: Box plot of ratings per mix engineer, in decreasing order of the median.
A–H (yellow) are first year students in 2013–2014 (4 songs), and second year stu-
dents in 2014–2015 (1 song); I–P (green) are second year students in 2013–2014 (4
songs), and Q–X (blue) are first year students in 2014–2015 (1 song). ‘P1’ and ‘P2’
are their teachers (‘Pro’), ‘Y1’ and ‘Y2’ are the results of mixes by first year and
second year students, respectively, and ‘Auto’ denotes the automatic mix. The red
horizontal line represents the median, the bottom and top of the ‘box’ represent the
25% and 75% percentile, and the vertical dashed lines extend from the minimum
to the maximum, not including outliers (red pluses), which are higher than the
75% percentile or lower than the 25% percentile by at least 1.5 the interquartile
range.

only listening, are subconsciously biased by the way they have recently mixed this

song, outright recognise their own mix, or a combination of these. It also justifies

the decision to avoid self-assessment for songs 1–8, out of concern for bias due to

familiarity [66].
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Figure 4.7: Box plot of ratings per mix engineer including their own assessment (red
‘X’) of one song. The red horizontal line represents the median, the bottom and top
of the ‘box’ represent the 25% and 75% percentile, and the vertical dashed lines
extend from the minimum to the maximum, not including outliers (red pluses),
which are higher than the 75% percentile or lower than the 25% percentile by at
least 1.5 the interquartile range.

Finally, the positive correlation (Pearson’s correlation coefficient ρ = .52, p < 10−12)

between the average rating of different mixes by the same mix engineer means that
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the measured preference of a single mix is indicative of the general performance of the

engineer.

4.2.2 Correlation of audio features with preference

A number of features were extracted from the 98 evaluated stereo mixes (see Table

4.6). In addition to the 33 features considered in the previous chapter, 18 new features

were introduced, including more specialised dynamic range features, spectral and cep-

stral flux, and 12 MFCCs. As listed in Table 4.6, preference shows a positive linear

correlation with microdynamics measure LDR [212] (ρ = .26, p = .01), and a negative

linear correlation with the side/mid ratio (ρ = −.32, p = .001).

The preference rating used to calculate these correlations is the average of all raw ratings

for each mix, regardless of each subject’s use of the scale. Alternative agglomerated

ratings were considered, such as post hoc scaling of each subject’s ratings for a given

song between 0 and 1, subtracting the average rating for that song from each rating,

using the median instead of the mean, and any combination of the above. In each of

these cases, the correlations found were similar and not worth reporting separately,

except for the PLR (peak-to-loudness ratio), which became significant for each of the

modifications, and crest factor (over the whole file) which became significant in the

majority of the cases. This strengthens the confidence that increased dynamic range,

as quantified in different ways by LDR, PLR, and crest factor, correlates positively

with preference.

This preference towards a higher dynamic range, for musical stimuli compared at equal

loudness, suggests that a mix should have peaks of sufficient magnitude. While in

many situations, a high loudness for a given peak amplitude typically has a positive

effect on the listener’s relative preference [201,216], it seems that when the loudness is

normalised instead of the peak amplitude, a relatively higher dynamic range is preferred

over a lower one. This confirms that it is better to err on the lighter side when applying

dynamic range compression [37,66].

A negative correlation between side-to-mid ratio and preference means a stronger mid

channel is generally preferred. However, upon closer inspection, overly monaural mixes

(very low side-to-mid ratio) generally received low ratings as well.
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Table 4.6: Spearman’s rank correlation coefficient ρ (including p-values) between
the extracted features and preference (average of raw ratings)

Feature ρ p Ref.

D
Y
N
A
M

IC
R
A
N
G
E

Crest factor (100ms) −.084 .415
 [201]Crest factor (1s) .003 .973

Crest factor (whole) .101 .323
Dynamic spread .128 .211 [39]
PLR .142 .165 [213]
LRA .010 .919 [214]
TT DR .029 .776 [215]
LDR .244 .016 [212]
Low energy .053 .606 [202]

S
T
E
R
E
O

Side/mid ratio −.324 .001
L/R imbalance −.007 .948
Ptotal −.138 .176

 [203]
Plow .084 .410
Pmid .011 .913
Phigh −.158 .121

S
P
E
C
T
R
A
L

Centroid −.130 .204


[204]

Brightness −.181 .077
Spread −.080 .433
Skewness .138 .178
Kurtosis .136 .183
Rolloff 95% −.118 .248
Rolloff 85% −.127 .216
Entropy −.165 .107
Flatness −.098 .340
Roughness .007 .947
Irregularity −.019 .854
Zero crossing rate −.168 .100
Spectral flux .169 .098
Cepstral flux .087 .398

O
C
T
A
V
E

B
A
N
D

E
N
E
R
G
Y

31.5 Hz .047 .649


energy of
octave band
divided by
total energy

63 Hz −.044 .668
125 Hz −.098 .339
250 Hz .044 .670
500 Hz −.072 .481
1 kHz −.088 .389
2 kHz −.146 .155
4 kHz −.135 .189
8 kHz −.054 .601
16 kHz −.049 .634

M
E
L
-F

R
E
Q
U
E
N
C
Y

C
E
P
S
T
R
U
M

MFCC1 .114 .266
MFCC2 −.031 .761
MFCC3 −.120 .242
MFCC4 .166 .105
MFCC5 .087 .394
MFCC6 .051 .622
MFCC7 .039 .707
MFCC8 −.109 .288
MFCC9 .021 .838
MFCC10 −.021 .837
MFCC11 .005 .962
MFCC12 −.020 .844
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Overall, these results suggest that dynamic and spatial features extracted from the

audio can be predictive of preference, as confirmed by [66,72].
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4.2.3 Correlation of workflow statistics with preference

Subgrouping, as discussed in Section 4.1.3, is a technique primarily aimed at enhancing

the mixing workflow, by allowing to change properties such as the level, spectrum, or

effect send amount of multiple tracks. It technically does not add any new functionality,

but merely saves the engineer from repeating the same operation several times, while

retaining a better overview of the session. One exception to this is nonlinear processing,

such as compression, which acts differently when applied to several sources at once

instead of to each source individually.

However, an impact of subgrouping practices on preference ratings may be observed if

the number of subgroups is indicative of the experience or performance of the engineer,

if it relates to the time and effort spent on a mix, or if subgroups simply allow good

mixes to be made more easily. This is quantified here by looking at the correlation

between preference and the relative number of subgroups, as well as those including

particular types of processing.

Specifically, the Spearman’s rank correlation coefficient is considered between the me-

dian preference for a mix, and the number of subgroups divided by the number of tracks

used in that mix. It is calculated for each mix separately, and per mix engineer (four

mixes per engineer), for different types of subgroups. The results of this analysis are

shown in Table 4.7.

Table 4.7: Spearman’s rank correlation coefficient for different kinds of subgroups.
p < .01 for all correlations except the DRC subgroup per engineer, where p < .05.

Subgroup type ρ per engineer ρ per mix

Any .62 .32
With EQ .67 .40
With DRC .45 .35
With EQ & DRC .59 .38

These results imply that the higher the number of subgroups an engineer typically

creates, the higher the preference ratings they receive. The effect is even stronger when

considering only subgroups with EQ processing applied to them, suggesting it is an

important and effective mix technique. A similar but weaker trend can be observed

with regard to dynamic range compression. When considering each mix individually,

the correlation is markedly weaker, too.
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4.2.4 Conclusion

Preference ratings of different mixes show there is a strong tendency for engineers to

like their own mix better, possibly because of personal preferences that affect both

the mixing process and the assessment of other mixes. Furthermore, mixes from the

same engineer are likely to receive a similar rating, suggesting a consistent overall

performance across mixes of different songs.

Studying the correlation between these preference ratings and features extracted from

the mix, it appears some features can help predict the preference for this mix. Specif-

ically, the relations demonstrated here point to very concrete, practical issues mixes

may have, such as a limited dynamic range, or a weak centre stage in the stereo image.

However, no spectral features were found to correlate with preference, in contrast to

e.g. [66, 72].

Further work is required to understand exactly how objective features relate to prefer-

ence for musical stimuli. The present work can be expanded by looking at extracted

features of the different tracks, and relations between different tracks, to further under-

stand what effect different mix actions have. The correlation with preference may also

be stronger for more sophisticated, perceptually motivated features, or a combination

of the features above. As the difference between the mixes can be subtle, the current

dataset may not span a large enough range in the various feature dimensions to learn

about their influence on perception — for instance, even if there is a universal dislike

for mixes with low ‘brightness’, this can only be measured if examples of both high and

low ‘brightness’ mixes are evaluated.

Correlation analysis is limited in the sense that it only shows a general, unidirectional

trend, and provides no information about a potentially favourable ‘middle ground’ in

the provided data. Detailed analysis is required to establish more definitive tenden-

cies.

While some mixes are clearly preferred over others, no obvious ranking emerged from

the subjective ratings. This can be due to differences in taste. However, it is also

probable a mix has several positive and negative attributes, which are not conveyed

through a one-dimensional preference scale. Analysis of comments on the different
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mixes can help zoom in on specific processors and instruments.

Another shortcoming of the presented approach is that spurious correlation is bound to

occur if an increasingly large number of features are analysed. Although the correlations

found here are quite strong, any interpretation is speculative unless the relationship is

confirmed by corresponding comments.
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4.3 Subjective free-form description

Ratings or rankings of different mixes can indirectly indicate which mix qualities or

settings are likely detrimental or favourable, but it requires a large amount of data to

reliably discover a direct relation between preference and a complex objective feature.

In contrast, a limited number of short reviews by experienced listeners can show a

general dislike for an excessive reverb on the lead vocal, an overall lack of low frequency

content, or a poorly controlled bass line. More generally, by collecting assessments for a

number of mixes of a number of songs, it becomes possible to discover overall tendencies

in perception of mix engineering, and the relative influence of genre and instrumentation

on these tendencies. Comments accompanying mix ratings can further reveal what type

of processing or instruments are likely to draw attention in a poor or excellent mix,

help find examples of a good or bad treatment of a particular instrument, and expose

differences in perception between listeners of varying degrees of expertise.

In this section, the comments from the perceptual evaluation experiment described in

Section 3.2 are studied. Initial analysis of these annotated comments allows quantify-

ing focus on different instruments and processing, and the ratio between positive and

negative comments. Furthermore, challenges associated with the interpretation of com-

ments are explored and, where possible, solutions are proposed to facilitate in-depth

analysis.

The double-blind reviews, in the form of a compilation of anonymous comments for

each engineer, provide a unique type of feedback that is especially useful in an educa-

tional setting. This has been an important stimulus for educators and students to get

involved and contribute the valuable data studied here. Through an informal survey,

educators from seven institutions in five countries confirmed that this type of detailed

evaluation is insightful, and unlike any form of conventional assessment where generally

only a teacher comments on a student’s mix. On the other hand, subjective evaluation

participants enjoy an interesting critical listening exercise that also has educational

value. By making the tools and multitrack material available to the public, other in-

stitutions are able to use this approach for evaluating recording and mixing exercises

as well as practising critical listening skills.
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4.3.1 Thematic analysis

In total, 1326 comments were collected from 1498 mix evaluations: nine to ten mixes

of ten songs evaluated by between 13 and 22 trained listeners.

These comments are a sequence of atomic statements, critiquing or praising a particular

instrument (or the whole mix) and an aspect of its processing. Each statement is

labelled as referring to a certain instrument or group of instruments (vocals, drums,

bass, guitars, keyboards, or the mix as a whole) and a certain processor or feature

(balance, space, spectrum, dynamics), as well as classified as ‘positive’, ‘negative’, or

‘neutral’. The drums are split up into ‘kick drum’, ‘snare drum’, ‘cymbals’, or the drums

in general, and the space-related mix features into panning, reverb, and other.

For instance, the comment

“Drums a little distant. Vox a little hot. Lower midrange feels a little hollow,

otherwise pretty good.”

consists of the four separate statements “Drums a little distant.”, “Vox a little hot.”,

“Lower midrange feels a little hollow”, and “otherwise pretty good.”. The first state-

ment relates to the instrument group ‘drums’ and the sonic feature group ‘space’, and

is a ‘negative’ comment or criticism. The second statement is labelled as ‘vocals’,

‘level’3, and ‘negative’. The third pertains to the spectral properties of the mix in

general (negative) and the fourth is a general, positive remark, again about the whole

mix.

The 1326 comments thus resulted in a total of 4227 statements. On average, one

comment consisted of 3.2 ± 1.8 statements (median 3). The maximum number of

statements within one comment was 11.

As shown in Figure 4.8, 33% of the statements were about the mix in general (or an

undefined subset of instruments), 31% regarded vocals (lead or backing), 19% were

related to drums and percussion, 7% to guitar, 6% to bass, and 4% to keyboard in-

struments. Within the drums and percussion category, 24% referred specifically to the

snare drum, 22% to the kick drum, and 4% to the hi-hat or other cymbals. As in

Chapter 2, it can be inferred that in the considered genres the treatment of the vocals

3‘Hot’ means ‘high in level’, from electronic engineering jargon [217].
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is crucial for the overall perception of the production, as trained listeners clearly listen

for it and comment on positive and negative aspects in roughly a third of all statements

made.

33%

General

31%
Vocal

19%

Drums and percussion

7%

Guitar

6%

Bass

4%
Keyboard

Figure 4.8: Representation of instrument groups across statements

Figure 4.9 further shows 35% of all statements concerned levels or balance, 29% space,

25% spectral qualities, and 11% dynamic processing (including automation and dy-

namic range compression). This again confirms more informal observations in Chap-

ter 2, where level was cited as a strong influence on mix perception by all subjects,

and spatial aspects by most. Within the category ‘space’, 58% of the statements were

related to reverb, and 16% to panning.

Three out of four statements were some form of criticism on the mix. Of the 23% pos-

itive statements, many were more general (“good balance”, “otherwise nice”, “vocals

sound great”). In the remaining cases, the statement had no clear positive or negative

implication. The difference between the number of positive and negative comments

showed some correlation (Spearman’s rank correlation coefficient ρ = .20) with the nu-

meric preference rating values, meaning a relatively high proportion of negative com-

ments indicates a higher probability the mix was less preferred by this subject.

Finally, Table 4.8 lists the 30 most frequently occurring descriptive terms across all

comments. Derivations of the same root have been collapsed to one word. Other

common words include forms and synonyms of ‘vocals’ (constituting 8% of all words),
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Figure 4.9: Representation of processors/features across statements
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Figure 4.10: Proportion of negative, positive, and neutral statements
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‘reverb’ (3%), ‘drums’ (3%), and ‘balance’ (2%).

Table 4.8: Top 25 most occurring descriptive terms over all comments

Term # %

1 loud 234 1.227%
2 dry 115 0.603%
3 bright 99 0.519%
4 thin 89 0.467%
5 dark 79 0.414%
6 weird 77 0.404%
7 compressed 49 0.257%
8 present 47 0.246%
9 punch 47 0.246%

10 soft 46 0.241%
11 far 44 0.231%
12 muddy 44 0.231%
13 wide 44 0.231%
14 harsh 41 0.215%
15 room 41 0.215%
16 quiet 39 0.204%
17 hot 32 0.168%
18 clear 31 0.163%
19 big 30 0.157%
20 close 29 0.152%
21 mono 29 0.152%
22 defined 27 0.141%
23 cool 27 0.141%
24 strange 24 0.126%
25 forward 21 0.110%
26 heavy 21 0.110%
27 narrow 21 0.110%
28 small 21 0.110%
29 weak 20 0.105%
30 pumping 17 0.089%
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4.3.2 Challenges

While the annotation of these comments is usually relatively straightforward, there

were a number of cases where interpretation was more difficult. In this section the

different types of challenges are discussed.

Which processor or sonic feature does this relate to?

The main challenge with interpreting the comments in this study is that it is often

unclear to what processors or objective features the comment relates. Because of the

multidimensionality of the complex mix problem, many perceived issues can be at-

tributed to a variety of processors or signal properties.

This is further complicated by the subjects’ use of semantic terms to describe sound or

treatment which do not have an established relationship with sonic features or processor

parameters — even if they are agreed upon by many subjects assessing the same mix

and frequently used in a sound engineering context.

“Drums are flat and lifeless, no punch at all.”

“Snare is clear, but kick is lugubrious...”

“Too much ‘poof’ in kick. Not enough ‘crack’ in snare.”

“Thinking if it had a bit more ‘ooomf’ in the lows it would be great.”

“Punchy drums.”

“I need some more meat from that snare.”

The term present, which could relate to level, reverb, EQ, dynamic processing, and

more [54], is but one example of this.

“Electric guitar is a little too present.”

“Vox nice and present.”

“Hi-hat too present.”

“Lead vocals sometimes not present enough, other times too present.”
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Some terms are associated with a lack, presence, or excess of energy in a certain fre-

quency band in mixing handbooks, but even then this is not rigorously investigated,

and the corresponding frequency range varies between and even within sources, see

Table 2.3.

“Vocal a little thick.”

“Piano a little muddy.”

“Kick is a bit tubby sometimes.”

“Drums sound a little thin to me.”

“Very bright guitars.”

“Vocal sounds dull.”

“Guitars have no bite.”

“Bass is dark.”

“Nasal vocals.”

“Guitars are woofy and too dark.”

However, this usage of descriptive terms presents an opportunity to define them, when

paired with low-level, objective features of the corresponding tracks or mixes.

Some statements are more generic and offer even less information on which of the

mix properties, instruments, or processing the subject was listening for or (dis)pleased

by.

“Nice balance.”

“Best mix.”

“Lead vocal sounds good.”

“Nice vocal treatment.”

“Bad balance.”

“Guitars sound horrible.”

“This is awful.”
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“Everything is completely wrong.”

On the other hand, such a general assessment of a complete mix, a certain aspect of the

mix, or the treatment of a specific instrument can be useful when looking for examples

of appropriate or poor processing.

Good or bad?

In other instances, it is not clear whether a statement is meant as positive (highlighting

a strength), negative (criticising a poor decision), or neither (neutral).

“Pretty dry.”

“Lots of space.”

“Round mix.”

“Wide imaging.”

“Big vocals.”

“This mix kind of sounds like Steely Dan.”

Fortunately, many of these can be better understood by considering other comments of

the same person (if a similar statement, or its opposite, was made about a different mix

of the same song, and had a clear positive or negative connotation), other statements

in the same comment (e.g. two statements separated by a conjunction like ‘but’ will

mostly be a positive and a negative one), comments by other subjects on the same

mix (who may express themselves more clearly and remark similar things about the

mix), or the rating attributed to the corresponding mix by the subject (e.g. if the mix

received one of the lowest ratings from the mix, the comment associated with it will

most likely consist of mostly negative statements).

Another statement category consisted of mentions of allegedly bold decisions, that the

subject condoned or approved of despite sounding unusual.

“A lot of reverb but kind of pulling it off.”

“Horns a bit hot, but I kind of like it except in the swells.”

“Hated the vocal effect but in the end got used to it, nice one.”
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“Most reverb on the vocals thus far, but I like it.”

This highlights a potential bias in comparative perceptual evaluation studies to reveal

‘best practices’ in mixing: there may be a tendency towards (or away from) more

conventional sounding mixes and more mundane artistic decisions when several versions

are judged simultaneously. Commercial music is typically available as one mix only,

meaning bold mix moves may not be questioned to the same extent by the listener.

Indeed, in [71] the outliers in terms of spectral and dynamic features are not rated

highly — though likely because they are genuinely poor mixes even when auditioned

in isolation.

In the context of an ‘acceptable mix space’, bounded by ranges of suitable parameter or

feature values, these extreme settings could be considered outliers. This appreciation

of unconventional mix practices once again underlines the creative nature of mixing,

and suggests understanding, predicting, and emulating it entirely is a hard or perhaps

impossible task.

Cryptic comments

It takes at least a basic background in music production to interpret the following

statements.

“Kick has no punch.”

“Lots of drum spots.”

“Vocals too wet.”

A sound engineer will know to connect the use of the word punchy to the dynamic

features of the signal [64], that ‘spots’ refers to microphones at close distance [218],

and that the term wet is used here to denote an excessive amount of reverberation

[219].

On the other hand, some comments are hard to understand even with years of audio

engineering expertise, possibly because the subject forgot to complete the sentence, or

because they are meant mainly to remind the subject which mix was which.

“Vocals.”
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“Reverb.”

“Get the music.”

Scaling these experiments to substantially higher numbers of evaluations could prompt

automated processing of comments, using natural language processing (NLP) or similar.

However, due to the lack of constraints, many comments are near impossible to interpret

by a machine. In the following cases, it would be challenging at best to automatically

and reliably extract instrument, process or feature, and whether the statement is meant

as criticism or highlighting a strength, especially when humour is involved:

“Why is the singer in the bathroom?”

“Where are the drums? 1 800 drums? Long distance please come home in

time for dinner...”

“Is this a drum solo album instead of a lead female group?”

“Do you hate high frequencies?”

“Lead vocal, bass, and drum room does not a mix make.”

“No bass. No kick. No like.”

“If that was not made by a robot, that person has no soul.”

It would also take an advanced algorithm to understand these speculations about the

mix engineer’s main instrument, suggesting the high level of these instruments is caused

by the engineer’s bias towards their own instrument:

“Sounds like drummer mixed it...”

“Mixed by a drummer?”

“Guitar player’s mix?”

or the following comic book references (each from a different participant):

“Holy hi-hat!”

“Holy high end Batman!”

“Holy reverb, Batman!”

“Holy noise floor & drum compression!”



4 SINGLE GROUP ANALYSIS — Subjective free-form description 134

As all subjects were affiliated with the same institution, it is also likely that such a

particular turn of phrase was shared among students or taught by teachers custom,

serving as a reminder of the potential bias and limited generality of the findings.

At this point, it seems a trade-off has to be made between processing large amounts

of machine-readable feedback, by imposing constraints on the feedback, or a free form

text field so as not to interrupt or bias the subject’s train of thought. If feedback

were collected with a limited vocabulary (for instance borrowing from the Audio Ef-

fects Ontology [91], Music Ontology [124], and Studio Ontology [123]), or via user

interface elements such as checkboxes and sliders instead of text fields, almost effort-

less acquisition of unambiguous information on the processing of different sources in

different mixes would be possible. This data could then readily be processed without

the need for manual annotation. On the other hand, studying free-form text feedback

allows learning how listeners naturally react to differences in music production, and

even what exactly these ill-defined terms and expressions mean and how they relate to

different aspects of the mix. Which approach to choose therefore has to be informed

by the research questions at hand. As both approaches have merit, and few attempts

have been made in either direction, they should each be pursued.

4.3.3 Conclusion

Over 4200 statements describing different aspects of the mixes were annotated and the

distribution of references to instruments, processors, and sonic features was studied.

This data allowed quantification of the attention paid to different instruments, types of

processing, and categories of features. Most of the statements were criticising aspects

of the mix rather than praising them. Some challenges in the interpretation of these

statements were considered and, where possible, solutions were proposed.

The main challenge when deriving meaningful information about the mix from its

reviews, is to understand to which process or objective feature a statement relates. The

wealth of subjective terms used in the assessments of mixes is an important obstacle in

this regard.

Furthermore, reliably inferring whether a short review is meant as positive or negative

is not always possible. However, considering numerical rating or ranking of the same
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mix as well as comments by others on the same mix, or by the subject on other mixes,

often provides additional insight in this matter. Interestingly, some unconventional or

daring mix decisions were praised, suggesting outliers are not necessarily disliked, and

the mixing problem is likely a complex one with several local optima.

Finally, due to the rich vocabulary and at times cryptic expressions used to describe

various aspects of the mix, the tedious annotation process could only be automated

if feedback were more constrained. Alternatively, translation of the free-form text

responses into actionable rules and trends requires a better understanding of sound-

related words.

In the following sections, a scalable approach to defining subjective terms in a multi-

track music production context is developed, and mixing knowledge is produced from

annotated comments combined with extracted low-level features, respectively.
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4.4 Real-time attribute elicitation

The analysis and evaluation of real-world mixes offers a unique perspective on music

production practices and their impact on perception. Unconstrained feedback allows

objective correlates of the typical descriptors used to communicate sonic concepts in a

sound engineering context to be defined. However, because of the time and effort re-

quired to conduct these controlled tests, the approach is only moderately scalable.

To address this, a novel data collection architecture was developed for the elicitation of

semantic descriptions of musical timbre, deployed within the digital audio workstation.

By embedding the data capture system into the music production workflow, the re-

turn of semantically annotated music production data is maximised, whilst mitigating

against issues such as musical and environmental bias. Users of freely downloadable

DAW plugins are able to submit semantic descriptions of their own music, whilst util-

ising the continually growing collaborative dataset of musical descriptors. In order to

provide more contextually representative timbral transformations, the dataset is parti-

tioned using metadata, obtained within the application.

Each plugin consists of a standard interface augmented with a free-text field, allowing

input of one or more text labels. As the descriptors are entered, they are uploaded

anonymously to the server along with a time-series matrix of audio features extracted

both pre- and post-processing, a static parameter space vector, and a selection of

metadata tags. To motivate the user base to provide this data, semantic profiles can also

be loaded from the server, setting the parameters automatically based on accumulated

knowledge, current audio features, and metadata (see Figure 4.11).

4.4.1 System

Digital audio effects

Four audio effect plugins have been implemented in VST, Audio Unit, and LV2 formats:

an amplitude distortion effect with tone control, an algorithmic reverb based on the

figure-of-eight technique proposed by Dattorro [222], a dynamic range compressor with

variable threshold layout and attack and release parameters, and a parametric EQ with
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Figure 4.11: A schematic representation of the plugin architecture, providing users
with load and save functionality
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Figure 4.12: Graphical user interfaces of the equalisation, compression, and rever-
beration plugins
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three peaking filters and two shelving filters. All visible parameters are included in the

parameter space vector, and can be modulated via the text input field. The plugins can

be downloaded from www.semanticaudio.co.uk/projects/download/. Their GUIs

are shown in Figure 4.12.

To encourage third party expansion of the set of processors or integration of the pre-

sented functionality in existing software, a plugin template4 was published.

Data collection

In addition to traditional controls and visualisation, the plugin interface features a

text box which allows the user to describe the perceived effect of the processor with the

current parameter settings. To store one or more term descriptors, the user is prompted

to play a representative section of the audio, and click ‘Save’ to record an excerpt of

the audio spanning a few seconds.

To characterise the signal associated with each descriptor, an N ×M matrix of audio

features is stored, where N is the number of recorded frames and M is the number

of audio features. These are extracted using the libxtract library [223], an audio fea-

ture extraction framework. Here M = 85 different features are considered, taken from

10 different input representations, see Table 4.9. To capture the timbral transforma-

tion imposed by the audio effect, the feature matrix is computed before and after the

processing occurs, and differential measurements are taken.

Along with the feature matrix, a 1 × P parameter vector is stored, where P is the

number of UI parameters. In the current implementation, P ranges from 6 to 13.

Furthermore, an optional metadata window is provided to store user and context infor-

mation, see Figure 4.13a. This metadata currently consists of the user’s age, location,

and production experience, the genre of the song, and musical instrument of the track,

as these were deemed to be potentially significant factors explaining the variance of

semantic terminology.

4github.com/semanticaudio/SAFE

http://www.semanticaudio.co.uk/projects/download/
https://github.com/semanticaudio/SAFE
https://github.com/semanticaudio/SAFE
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Table 4.9: Features extracted from the audio before and after processing

Category Feature

Time domain Mean
Variance
Standard Deviation
RMS amplitude
Zero crossing rate

Spectral Spectrum
Centroid
Variance
Standard deviation
Skewness
Kurtosis
Irregularity J
Irregularity K
Fundamental (f0)
Smoothness
Rolloff
Flatness
Tonality
Crest
Slope

Peak spectral Spectrum
Centroid
Variance
Standard Deviation
Skewness
Kurtosis
Irregularity J
Irregularity K
Tristimulus (1s, 2s, 3s)
Inharmonicity

Harmonic spectral Spectrum
Centroid
Variance
Standard Deviation
Skewness
Kurtosis
Irregularity J
Irregularity K
Tristimulus (1 s, 2 s, 3 s)
Non-zero count
Noisiness
Parity ratio

Other Bark coefficients (25)
MFCCs (13)
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Parameter modulation

Users can modulate the processor’s parameters by searching for existing descriptors,

loading associated semantic profiles from the server, and applying them to their own

audio signals, see Figure 4.13b. Each semantic profile is updated in real-time, meaning

they change dynamically based on new input to the server. To provide users with a

more reliable representation of their semantic term, the terms are hierarchically par-

titioned into metadata categories when they are available. This allows users to load

instrument-, genre-, and location-specific terms, as opposed to generic terms that cover

a wide range of musical conditions. Additionally, transformations from nonlinear effects

are applied relative to the signal’s RMS to ensure timbral modifications are applied in-

dependently of signal level. Awaiting further data collection and analysis, the current

implementation simply loads an average of the parameter settings associated with the

chosen term.

(a) Metadata (b) Load

Figure 4.13: ‘Metadata’ and ‘Load’ dialog boxes within the plugins

Missing data approximation

Users frequently omit metadata tags, providing only audio data, the parameter space,

and text descriptors. In these cases, missing data can be approximated using a number

of techniques, thus improving the reliability of the semantic parameter settings. The

user’s location can be approximated from geolocation data relating to the IP address,

and musical instrument and genre tags are estimated using an unsupervised machine

learning algorithm, applied to a reduced-dimensionality representation of the audio

feature set.
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4.4.2 Term analysis

Statistics

The dataset considered here comprises 2694 transforms, split into four groups according

to their transform class (processor). Overall, 454 were applied using the compressor,

303 using distortion, 1679 using the equaliser, and 258 using reverb. These transforma-

tions were described using 618 unique terms taken from 263 unique users, all of whom

were music producers who participated by using these plugins within their workflow.

Already, this data clearly surpasses the terms extracted from the mix comments in both

size and diversity.

To group terms with shared meanings and variable suffixes, a Porter Stemmer [224]

reduces them to their ‘stems’. This allows for the automated unification of terms such

as warm, warmer, and warmth into parent category warm.

The confidence Cd of a descriptor d is defined as its average variance in feature space

summed over all occurrences n = {1, ..., Nd}, where each feature m is mapped to an

M -dimensional space using Principal Component Analysis (PCA) in order to remove

redundancy, whilst retaining ≥ 95% of the variance with M = 6:

Cd =

Nd∑
n

1

M

M∑
m

(PCnm − µm)2 (4.3)

where PCnm is the mth principal component corresponding to the nth occurrence of

descriptor d, and µm is the mean of PCnm over all occurrences n.

To quantify the popularity Pd of a descriptor, Equation (4.3) is then weighted with the

logarithm of the relative occurrence of the descriptor in the given dataset:

Pd =
lnNd

Cd
(4.4)

Finally, generality Gd measures the extent to which the descriptor is applicable across

a range of transform classes, and is defined as the centroid of the density function over
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transform classes sorted in decreasing order of number of occurrences.

Gd =
2

K − 1

K−1∑
k=0

k sort

(
Ndk

Nd

)
(4.5)

where Ndk is the number of occurrences of descriptor d in class k ∈ [0,K − 1]. Fig-

ure 4.14 visualises the calculation of the generality of descriptor thick.

Distortion EQ Compressor Reverb
0.0

0.1

0.2

0.3

Ndk
Nd

0.0 0.5 1.0
Gd

Figure 4.14: Generality of descriptor thick

Using these metrics, the database is sorted and the top 10 descriptors are shown in

Table 4.10. Of the most often occurring terms, bright, punch, room, and clear are also

extensively used in the subjective evaluation of mixes (see Table 4.8). However, only

six occurrences of warm and smooth, and two of air and crunch were registered in the

previous analysis. Fuzz, associated with distortion, was not used at all, likely because

this creative effect was not among the tools used for the creation of mixes.

Table 4.11 shows the most commonly used descriptors for each individual transform

class.

Feature space representation

Hierarchical clustering can be applied to differences between unprocessed and processed

signals in feature space to find term similarities within transform classes. The mean

of the audio feature vectors from each unique descriptor is computed and PCA is

applied, reducing the number of dimensions, whilst preserving ≥ 95% of the variance.
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# Instances Confidence Popularity Generality

1 warm 193 boxed .250 warm .0019 sharp .828
2 bright 153 splash .250 bright .0014 deep .819
3 punch 34 wholesome .250 crunch .0006 boom .809
4 air 31 pumping .247 room .0005 thick .806
5 crunch 29 rounded .247 fuzz .0004 piano .696
6 room 28 sparkle .247 crisp .0004 strong .596
7 smooth 22 atmosphere .244 clear .0004 soft .575
8 vocal 21 balanced .244 cut .0004 bass .555
9 clear 20 bass .244 bass .0004 gentle .525

10 fuzz 19 basic .244 low .0004 tin .483

Table 4.10: Terms ranking highest in number of instances Nd, confidence Cd, pop-
ularity Pd, and generality Gd

Compressor Distortion EQ Reverb

27: punch 23: crunch 155: warm 30: room
17: smooth 20: warm 144: bright 13: air
15: sofa 6: fuzz 16: air 11: big
14: vocal 6: destroyed 16: clear 10: subtle
12: nice 5: cream 12: thin 9: hall
9: controlled 5: death 11: clean 9: small
9: together 5: bass 11: crisp 8: dream
9: crushed 5: clip 10: bass 7: damp
8: warm 5: decimated 9: boom 7: drum
7: comp 5: distorted 9: cut 6: close

Table 4.11: The first ten descriptors per processor, ranked by number of entries
Ndk
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The resulting clusters, shown in Figure 4.15, are intended to retain perceived latent

groupings, based on underlying semantic representations. Earlier studies produced

similar visualisations using data from subjective evaluation only [156,225,226], instead

of the proximity of feature values. Terms with less than eight entries are omitted for

readability and the distances between datapoints are calculated using Ward distance

[227].

From these term clusters, groups of semantically similar timbral descriptions emerge.

Among the compressor terms, groups tend to exhibit correlation with the extent to

which gain reduction is applied to the signal. Loud, fat, and squashed generally re-

fer to extreme compression, whereas subtle, gentle, and soft typically describe minor

adjustments to the amplitude envelope. Distortion features mainly group based on

the perceived dissonance of the transform, with terms such as fuzz and harsh clearly

separated from subtle, rasp, and growl. Equalisation comprises a wide selection of

description-categories, although terms that refer to specific regions of spectral energy

such as bass, mid, and air tend to fall into separate partitions. Finally, reverb term

clusters seem to relate to size of the space and magnitude of the effect: hall and room

occupy similar feature spaces, as do soft, damp, and natural.

The meaning of terms like sofa or sorry, if any, is unclear, demonstrating the limits of a

system without constraints, control, or subsequent interaction with the subject.

Parameter space representation

Further illustrating the relevance of the within-class feature groups presented above, it

can be shown that terms within clusters maintain similar characteristics in their pa-

rameter spaces. For instance, Figure 4.16 shows curves corresponding to two groups of

descriptors taken from opposing clusters in the equaliser’s feature-space: one consisting

of warm, bass, boom, box, and vocal, and one consisting of thin, clean, cut, click, and tin.

Curves in the first cluster generally add emphasis around 500 Hz with a high-frequency

roll-off, whereas those in the latter have a boost in high-frequency energy around 5 kHz

and attenuated lows.

Next, the organisation of terms based on their position in a parameter space is evalu-

ated, using PCA to reduce the dimensionality of each space and overlay the parameter
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Figure 4.15: Dendrograms showing term clustering based on feature space distances
for each transform class
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Figure 4.16: Equalisation curves for two clusters of terms in the dataset

vectors. Figure 4.17a shows this for distortion, where the bias is highly correlated with

PC2, which tends to organise descriptors based on dissonance. Figure 4.17b shows the

parameters of the reverb class where various parameter-term trends are apparent.

Term frequency analysis

Term similarity can also be measured independently of timbral or parameter space

representations, using a term’s association to a given transform class. Four-dimensional

term frequency vectors define the distributions across classes, e.g. t = [0.0, 0.5, 0.5, 0.0]

has equal association with the distortion and equaliser, but no entries in the compressor

or reverb classes. Representing these using a Vector Space Model, the similarity between

any two terms (t1, t2) is measured using cosine similarity:

sim(t1, t2) =
t1 · t2
‖t1‖‖t2‖

=

∑N
i=1 t1,it2,i√∑N

i=1 t
2
1,i

√∑N
i=1 t

2
2,i

(4.6)

In order to better capture the true semantic relations of the terms and the transforms

they are associated with, Latent Semantic Indexing is applied [228]. This involves

reducing the term-transform space from rank four to three by performing a singular

value decomposition of the Nterms × 4 occurrence matrix M = UΣV∗, and setting

the smallest singular values to zero before reconstructing it using M′ = UΣ′V∗. This

eliminates noise caused by differences in word usage, for instance due to synonymy and

polysemy, whereas the ‘latent’ semantic relationships between terms and effects are

preserved. Figure 4.18a shows the resulting pairwise similarities of the high-generality
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Figure 4.18: Vector-space similarity with regard to (a) high-generality terms and
(b) transform-classes

Here, the most similar terms are bass and strong, deep and sharp, and boom and thick

(all with a cosine similarity of 0.99).

Conversely, the similarity of transform types based on their descriptive attributes can

be calculated by transposing the occurrence matrix in the VSM. This is illustrated in

Figure 4.18b, showing terms used to describe equalisation transforms are similar to

those associated with distortion (0.95), while equalisation and compression vocabulary

is more disjunct (0.641).

4.4.3 Conclusion

The presented data collection architecture offers an effective way to gather objective

correlates of user-defined sonic descriptors, from which definitions and semantic group-

ings of terms can be studied. Even though the descriptors can be chosen freely, the re-

sponse format is constrained and therefore easy to analyse without the need for manual

annotation. Because the elicitation itself is automated, from the experimenter’s point

of view, the concept is exceedingly scalable. Furthermore, participants are intrinsically

motivated to contribute data, as the system proves useful as a software tool, compatible
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with most DAWs, and its functionality is enhanced by entering descriptions.

On the other hand, only minimal control is retained as content producers are unknown

and information about source content is reduced to a set of extracted features. This

leads to noise and unexplained data points, possibly mitigated through large numbers

of entries. In addition, despite being used in a realistic, multitrack music production

environment, the system is inherently single track and unaware of any context. As of

yet, commercial DAWs do not provide support for multitrack plugins, and extraction of

data from within the mix session is limited to the features, parameters, and metadata

pertaining to one source.

Analysis of the accumulated dataset has shown that meaningful within- and between-

processor groupings of these semantic descriptions can be identified from associated

feature and parameter data. Conversely, the amassed terms demonstrated how sim-

ilar the processors themselves are to each other with regard to the vocabulary they

share.

All anonymised user data and terms with related features and descriptors can be visu-

alised and downloaded on www.semanticaudio.co.uk/datasets/. An API to access

these datasets from within other applications is available on https://github.com/

semanticaudio/safe-api.

http://www.semanticaudio.co.uk/datasets/
https://github.com/semanticaudio/safe-api
https://github.com/semanticaudio/safe-api


Chapter 5

Multi-group analysis

There is evidence that the sound of recorded and mixed music can be influenced by

the studio’s location and the engineer’s background, to a point where its origin can

be reliably determined solely based on sonic properties — specifically for British and

American recordings [86, 229, 230]. The same sources suggest that these differences

have all but disappeared today due to the increased mobility of information, people,

and equipment. Still, as the findings in Chapter 4 are based on subjects from a single

institution, renowned as it may be, their ecological relevance can be questioned. For

instance, it has been shown that definitions of sound-related adjectives vary between

different countries [231,232]. The effects of nationality or level of expertise, among oth-

ers, have not been assessed with regard to mixing practices and their perception.

In this chapter, a range of experiments demonstrate the similarity of different mixes

and their evaluations, based on a number of diverse datasets, produced and evaluated

by participants from various countries and with varying degrees of audio engineering

experience.

This cross-analysis also serves to prove the concept of the methodology developed in the

previous chapters, and the presented tools (particularly the Open Multitrack Testbed

and Web Audio Evaluation Tool) without which the extent of this study would not

have been possible.

Finally, a selection of findings from the preceding chapters are tested, to confirm or

challenge their validity beyond the initial experiment. This increases the significance

150
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and relevance of the earlier conclusions if the findings are supported by these new

datasets, and offers the potential to explore the influence of subject- or engineer-related

factors if they differ.

Naturally, the ‘null hypothesis’ — i.e. the assumption that background does not have

an effect on perception, preference, or the sonic signature of one’s mix — can only be

disproved, namely when analysis of the various considered datasets leads to different

results. Conversely, concurrence of the findings further strengthens the support for

earlier conclusions, but does not rule out the possibility that data from other groups

would contradict them.
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5.1 Experiments

Additional experiments were organised at different institutions, in which mixes of both

previous and newly added material were created and evaluated. In some instances,

mixes from the initial experiment were evaluated as well. In each of the cases the par-

ticipating educators selected materials from the Open Multitrack Testbed. The Web

Audio Evaluation Tool facilitated the subjective evaluation and results collection proce-

dure, sometimes without the author being present. With close to 5000 mix evaluations,

it is by far the largest study of evaluated mixes known to the author. One other work

analyses audio features extracted from a total of 1501 unevaluated mixes from 10 dif-

ferent songs [72]. A study by the same author examines audio features extracted from

101 mixes of the same song, evaluated by one person who classified the mixes in five

preference categories [71]. In both cases, the mixes were created by anonymous visi-

tors of the Mixing Secrets Free Multitrack Download Library, and principal component

analysis preceded by outlier detection was employed to establish primary dimensions of

variation. Parameter settings or individual processed stems were not available.

The main differences between the seven datasets are as follows:

McGill The initial dataset, studied in Chapter 4, consisting of students and lecturers

from the MMus in Sound Recording programme at McGill University. Comment-

ing on every mix was not enforced yet.

MG (Perceptual evaluation only) Employees from a Montréal-based startup, working

on automatic music production tools. Commenting on every mix was not en-

forced yet. Beyerdynamic DT 770 PRO headphones were used (see Figure 2.6

for its frequency response). They were primarily amateurs with regard to music

production, and one professional sound engineer.

QMUL (Perceptual evaluation only) Audio researchers from the Centre for Digital

Music at Queen Mary University of London. All were amateurs with the exception

of three professional sound engineers.

SMC (Perceptual evaluation only) Students from the MSc in Sound and Music Com-

puting at Queen Mary University of London, a few weeks into a module on sound
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engineering but otherwise amateur. These students used Audio Technica M50x

headphones and participated simultaneously in a classroom. Only a minority had

English as their first language but all but one (mixed Chinese/English) chose to

answer in English. One subject’s results were excluded from further analysis on

account of not rating any fragments.

DU Sound engineering bachelor students at Dalarna University, Sweden. Mixes were

produced in pairs, and in one case by a group of three, using an analogue Solid

State Logic AWS900 console and analogue outboard equipment. Commenting on

every mix was not enforced yet. As all were native Swedish speakers, comments

were translated to English by the programme teacher who is a native Swedish

speaker.

PXL Sound engineering bachelor students from the PXL University College music

programme in Hasselt, Belgium, plus their teacher (an acclaimed professional

sound engineer). As all were native Dutch speakers, comments were translated

to English by the author who is a native Dutch speaker.

UCP Sound engineering bachelor students from the Universidade Católica Portuguesa

in Porto, Portugal. As all were native Portuguese speakers, comments were trans-

lated to English by the programme teacher who is a native Portuguese speaker.

Table 5.1 lists the different sites where the evaluation experiments were conducted, and

basic statistics associated with each of the resulting datasets.

Table 5.1: Overview of evaluation experiments

McGill MG QMUL SMC DU PXL UCP TOTAL

Country Canada United Kingdom Sweden Belgium Portugal
#subjects 33 8 21 26 39 13 10 150
#songs 10 4 13 14 3 4 7 18
#mixes 98 40 111 116 21 23 42 181
#evaluations 1444 310 1129 639 805 236 310 4873
#statements 4227 585 2403 1190 2331 909 1051 12696
#words/comment 13.39 11.76 11.32 12.39 18.95 31.94 25.21 15.25
Male/female 28/5 7/1 18/3 14/12 33/6 13/0 9/1 122/28

Unless noted otherwise, the listening tests took place in dedicated, high quality listen-

ing rooms at the respective institutions, using loudspeakers. The measured frequency

responses, where available, are shown in Figure 5.1. It should be noted that differ-

ences between the respective rooms may affect the perception of spectral and temporal
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properties of the stimuli.

All participants were given the choice to use their native language, but in Canada

and the United Kingdom most non-native English speakers preferred to comment in

English, supposedly because they were fluent, and more accustomed to describing sonic

and musical properties in English. At the educators’ request, all interfaces were in

English with the exception of the Portuguese one.
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Figure 5.1: Combined frequency response of room and reproduction system, mea-
sured at listening position with only left speaker active, for all groups but DU
(unavailable at present)

Table 5.2 lists the number of mixes of the different songs produced at the various sites,

and the number of subjects assessing the respective mixes. With the exception of the

previously considered McGill dataset, only students contributed mixes.

Lead Me and In The Meantime were mixed by mix engineers from all participating

institutions, to accommodate comparison of mix practices and perception using the

same source material. Each of these mixes were evaluated only by subjects from the

institution where the mix was produced, with the exception of the McGill mixes studied

in Chapter 4, which were also evaluated by subjects from the MG, QMUL, and SMC

groups. In addition, the subjects at UCP evaluated their group’s mixes alongside a

selection of 5 McGill mixes.

To increase the diversity of the dataset, other mixes were created from new source
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material, made available by Weathervane Music’s Shaking Through and the Mixing

Secrets Free Multitrack Download Library. As before, all metadata as well as the

newly created mixes can be found on the Open Multitrack Testbed.

As some of the mixes at PXL and DU were created using a partly analogue setup, shown

between parentheses in Table 5.2, recreating these sessions is tedious or impossible.

Additional mixes from McGill (between parentheses) are the ‘professional’ mix and —

for most songs — the machine-made mix which was not evaluated by subjects from

QMUL and SMC. For these mixes, access to parameter settings or isolated tracks is

unavailable as well.

In what follows, the considered factors are institution, level of expertise (amateur,

student of a sound engineering programme, and professional sound engineer), and gen-

der.

Usage and definition of terms is not formally investigated here because of the differences

in native tongue, and the success of the tools presented in Section 4.4 in collecting data

from a wide range of subjects across different countries.
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5.2 Objective features

drums kick snare rest vocal bass
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Figure 5.2: 95% confidence intervals of the mean relative loudness of different
sources in Lead Me and In The Meantime, for McGill and UCP

Lead Me and In The Meantime were mixed by both McGill and UCP, for which the

DAW session files are available. As such, the stems could be recreated and analysed

separately, and the loudness analysis in Section 4.1.2 was repeated. The loudness of the

drums, bass and lead vocal stems, shown in Figure 5.2, are not meaningfully different

as the confidence intervals overlap (p = .05).

When considering all McGill songs and these two UCP songs, as in Figure 5.3, it is

evident that the average drums loudness of these two common songs is higher than

average. Therefore, the apparent differences between the two groups can be ascribed to

the songs under investigation, and not to a definite tendency of the UCP group to mix

drums louder. Agreement from engineers across different backgrounds on this relatively

high drums loudness further supports the earlier hypothesis that the typical loudness

of drums is song-dependent.
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5.3 Subjective numerical ratings

5.3.1 Average rating

For different levels of expertise, the average rating from professionals (teaching and/or

practising sound engineering professionally) is lower than from amateurs (no formal

training in sound engineering) and students (currently training to be a sound engineer,

and contributing mixes to the experiment), as expected [66,140].

Figure 5.4: Average rating as a function of level of expertise (95% confidence
intervals)

The effect of gender is non-existent when considering each level of expertise separately.

While in this experiment, female subjects tend to award a slightly higher rating on

average (p = .05), upon closer inspection this difference is more likely an effect of level

of expertise. Note that 30% of the amateur listening test participants, only 14% of the

students, and none of the professional engineers were women.

5.3.2 Self-assessment

In contrast to Section 4.2.1, where 15 out of 16 engineers rated their own mix higher

than the median rating their mix received, this trend seems to be less universal when

considering self-assessments from other institutions. In groups DU, PXL, and UCP,
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ratings of one’s own mix exceeded the median only slightly more than half the time.

Curiously, In The Meantime does receive high self-assessment ratings for all institu-

tions, with McGill (9/9 including professional), DU (6/7), PXL (6/7), and UCP (4/5)

students awarding themselves an above-median score.

To determine whether the McGill group considered earlier is more likely to prefer their

own mixes, a Pearson’s chi-square test was conducted with categories ‘self-rating below

median’ and ‘self-rating above median’. From this, no significant difference was found

between any two groups. Thus, this is a case where the larger study presented here

contradicts the earlier conclusion that engineers would rate their own mixes higher than

others. However, self-assessment may still lead to biased results.



5 MULTI-GROUP ANALYSIS 161

5.4 Subjective free-form description

5.4.1 Praise and criticism

The proportion of negative statements among the comments is strongly influenced

by the level of expertise of the subject. Dividing all subjects in groups of amateurs,

students, and professionals, there is a significant tendency to criticise more, proportion-

ally, with increasing experience. This is demonstrated in Table 5.3 using a Pearson’s

chi-squared test, for all levels of expertise, and for each pair of expertise levels individ-

ually.

Table 5.3: Chi-squared contingency table showing the observed total number of
negative and positive statements for each level of expertise, the expected totals
(between parentheses), the Pearson’s chi-squared statistics for each cell (between
square brackets), and the total chi-squared statistic and corresponding p-value for
all groups, as well as each pair of groups

Negative Positive Row totals

Amateur 2379 (2491.35) [5.07] 1090 (977.65) [12.91] 3469
Student 4889 (4898.67) [0.02] 1932 (1922.33) [0.05] 6821
Pro 1674 (1551.98) [9.59] 487 (609.02) [24.45] 2161
Column Totals 8942 3509 12451 (Grand Total)

χ2 = 52.09, p < 10−11

Amateur 2379 (2450.21) [2.07] 1090 (1018.79) [4.98] 3469
Student 4889 (4817.79) [1.05] 1932 (2003.21) [2.53] 6821
Column Totals 7268 3022 10290 (Grand Total)

χ2 = 10.63, p = .001

Amateur 2379 (2497.31) [5.60] 1090 (971.69) [14.41] 3469
Pro 1674 (1555.69) [9.00] 487 (605.31) [23.12] 2161
Column Totals 4053 1577 5630 (Grand Total)

χ2 = 52.13, p < 10−12

Student 4889 (4983.99) [1.81] 1932 (1837.01) [4.91] 6821
Pro 1674 (1579.01) [5.71] 487 (581.99) [15.5] 2161
Column Totals 6563 2419 8982 (Grand Total)

χ2 = 27.94, p = 10−7

Independent of level of expertise, the proportion of negative statements is also signif-

icantly different per group (χ2 = 127.49, p = 10−24), see Figure 5.5. Looking at the

significant pairwise differences, McGill is more critical than all groups except UCP;

UCP, in turn, more critical than all except MG; MG more critical than DU and SMC;

and QMUL more critical than DU. All other pairwise differences are insignificant.

Gender, however, does not play a role in the ratio of positive versus negative statements

(χ2 = 1.70, p ≈ .19).
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Figure 5.5: Relative number of negative (red) versus positive (green) statements,
per group, level of expertise, and gender

Note that the simple statistical approach followed here and further on is flawed, as the

statements are not truly independent, a requirement for such tests: many statements

come from the same person, and many statements are describing the same phenomenon.

A possible effect of violating the independence assumption is an increased likelihood

of Type I errors, since the number of responses appears higher than it actually is.

However, considering the very large number of responses and relatively low repetition,

the effect should be minimal. In further work, it would be useful to conduct analysis

with stronger independence by preprocessing the data, or to employ more advanced

statistical methods where this independence is not required.

5.4.2 Comment focus

Likewise, it is clear that amateurs tend to give more ‘general’ comments, not pertaining

to any particular instrument. This accounts for 55% of their statements. For students

and professionals this proportion is 46% and 42%, respectively. The significance of

these differences is demonstrated in Table 5.4 using a Pearson’s chi-squared test, for all

levels of expertise, and for each pair of expertise levels individually.

The different groups also meaningfully differ with regard to the proportion of state-

ments that discuss the mix as a whole, from 25% at UCP to 63% at DU, see Figure 5.6.

As these two groups consisted of bachelor students only, the level of expertise is pre-
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Table 5.4: Chi-squared contingency table showing the observed total number of
instrument-specific and general statements for each level of expertise, the expected
totals (between parentheses), the Pearson’s chi-squared statistics for each cell (be-
tween square brackets), and the total chi-squared statistic and corresponding p-
value for all groups, as well as each pair of groups

Specific General Row totals

Amateur 1618 (1874.80) [35.17] 1970 (1713.20) [38.49] 3588
Student 3734 (3594.41) [5.42] 3145 (3284.59) [5.93] 6879
Pro 1261 (1143.79) [12.01] 928 (1045.21) [13.14] 2189
Column Totals 6613 6043 12656 (Grand Total)

χ2 = 110.17, p = 10−24

Amateur 1618 (1834.62) [25.58] 1970 (1753.38) [26.76] 3588
Student 3734 (3517.38) [13.34] 3145 (3361.62) [13.96] 6879
Column Totals 5352 5115 10467 (Grand Total)

χ2 = 79.64, p < 10−18

Amateur 1618 (1788.1) [16.18] 1970 (1799.9) [16.08] 3588
Pro 1261 (1090.9) [26.52] 928 (1098.1) [26.35] 2189
Column Totals 2879 2898 5777 (Grand Total)

χ2 = 85.13, p < 10−19

Student 3734 (3789.22) [0.80] 3145 (3089.78) [0.99] 6879
Pro 1261 (1205.78) [2.53] 928 (983.22) [3.10] 2189
Column Totals 4995 4073 9068 (Grand Total)

χ2 = 7.42, p = .006
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Figure 5.6: Relative number of instrument-specific (yellow) versus general (blue)
statements, per group, level of expertise, and gender
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sumably similar and other factors must be at play. The professional engineers from the

PXL, QMUL, and MG groups contributed a comparable proportion of general state-

ments, which was significantly higher than that from the professional engineers from

McGill.

Among the amateurs only, male participants were more likely to discuss specific instru-

ments than their female counterparts. As the division in levels of expertise was rough

and based on self-reported years and type of experience, it is unclear whether this ten-

dency is based on differences in training, intrinsically linked to gender, or caused by

something else.

5.4.3 Agreement

Finally, the agreement within as well as between the groups is quantified, showing the

relative number of statements which confirm each other.

In this context, a (dis)agreement is defined as a pair of statements related to the

same instrument-processing pair and mix (e.g. each discussing ‘vocal, level’ for mix

‘McGill-A’ of the song ‘Lead Me’), with one statement confirming or opposing the

other, respectively, with regard to either valence (‘negative’ versus ‘positive’) or value

(‘low’ versus ‘high’). Only the processing categories ‘level’, ‘reverb’, ‘distance’, and

‘width’ have been assigned a value attribute. The ratio of agreements rAB between two

groups A and B is given by

rAB =
aAB

dAB + aAB
(5.1)

where aAB and dAB are the total number of agreeing and disagreeing pairs of state-

ments, respectively, where a pair of statements consists of a statement from group A

and a statement from group B on the same topic.

Between and within the different levels of expertise, agreement increases consistently

from amateurs over students to professionals, see Figure 5.7. In other words, skilled

engineers are less likely to contradict each other when evaluating mixes (high within-

group agreement). Conversely, amateur listeners tend to make more statements which

are challenged by other amateurs, as well as more experienced subjects (low within-
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group and between-group agreement). As the within-group agreement of amateurs is

lower than any between-group agreement, this result does not indicate any consistent

differences of opinion between two groups. For instance, there is no evidence that “ama-

teurs want the vocal considerably louder than others”. Such distinctions may exist, but

revealing them requires in-depth analysis of the individual statement categories.

Figure 5.7: Relative agreement rAB between subjects with different levels of ex-
pertise

Figure 5.8 shows the level of agreement between the various datasets, where the mixes

evaluated by each overlap. Most of the differences can be explained by each group’s

relative proportion of amateur, student, and pro subjects, though this does not account

for all variance. As an example, responses from sound engineering students from DU

are considerably less coherent (r{DU,DU} = .785) than from UCP (r{UCP,UCP} = .843).

However, as different mixes were evaluated at these institutions, one cannot conclude

that UCP has more reliable subjects. For instance, higher consistency between com-

ments could also be caused by mixes with glaring issues: few subjects would then

disagree on these aspects.
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Figure 5.8: Relative agreement rAB between subjects from different groups
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5.5 Conclusion

The large set of mixes and mix evaluations presented here offers many opportunities for

extension and reproduction of the previous work. The high degree of consistency be-

tween the considered populations suggests that there are universal best practices, and

that these go beyond the straightforward technical aspects of eliminating recording arte-

facts. Repeating earlier experiments with this larger and more diverse agglomerated

dataset generally confirmed the findings, strengthening original conclusions. Interest-

ingly, though, one of the findings was refuted as it could not be reproduced using the

new content. The results also provide a more nuanced view of earlier statistics, showing

to what extent these values vary across different sections of the data.

In addition, this more diverse dataset has shown an increased proportion of negative,

instrument-specific, and reverberation-related statements from mix engineers, when

compared to inexperienced listeners. One could suppose a typical goal of the mixing

process is to be imperceptible, so that the layman consumer does not think about it [53].

As such, they would lack the vocabulary or previous experience to formulate detailed

comments about unfavourable aspects, instead highlighting features that tastefully grab

attention and stand out in a positive sense. This would mean a successful mix should

not just be technically sound, but also creatively outstanding. Experts, by contrast, are

trained to spot and articulate problems with a mix, which would explain their tendency

to make more negative and more specific statements.

Moreover, analysis of agreement has demonstrated a higher consistency in the mix

evaluations of more experienced subjects, further supporting the notion that perceptual

evaluation is more reliable and efficient when the participants are skilled [140,171]. As

experts converge on a common view, the hypothesis that universal best practices do

exist is supported. The type of agreement analysis proposed here can be instrumental

in comparing the quality of (groups of) subjects, on the condition that the evaluated

stimuli are largely the same.

This comparison also showed that the initial dataset exhibited high agreement, as well

as a relatively high number of negative and specific statements, indicative of a relevant

and competent population.
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Note that the subjects in this study all worked with audio, and most had experience

with music education and performance. The classification in three levels of expertise

was rudimentary and based on self-reported length and type of experience with music

production. To reliably assess the effect of experience with music and sound, more

work is needed with a larger and more diverse set of subjects. For instance, experience

with playing a musical instrument could well have an influence on preferred loudness

of particular instruments, as suggested by comments in Section 4.3.2.

Even with a study of this size, there is still a relatively small number of songs and

genres, and only a handful of mixes of each song. This limits what can be said about

the influence of song genre and engineer background.



Chapter 6

Conclusion

This thesis has presented a new approach to furthering knowledge of multitrack music

mixing practices and perception. Revisiting the research questions that guided the

work, this concluding chapter demonstrates how and to what extent each was addressed,

and discusses what challenges remain.

The overarching research question of the work is how and to what extent the analysis of

realistic mixes, produced by skilled engineers in a typical environment and using familiar

tools, can be used to generate knowledge about mixing. This contrasts with other

research in the field which is primarily based on controlled, lab-based experiments where

a single component of the multi-faceted mix process is studied. An obvious advantage

of minimally disrupting the natural workflow is the increased ecological validity of any

findings the analysis may provide. The potential drawback, then, is that the relative

lack of control could limit the number of significant results that can be produced.

However, this was mitigated by ensuring a number of different mixes were produced

from a specified set of songs, constraining the processors that could be used, and

subsequently conducting rigorous subjective evaluation with expert listeners.

The various experiments presented here show that this true-to-life material can indeed

meaningfully contribute to our understanding, as results with statistical significance

are obtained in the context of each main category of mix processes (balance, panning,

equalisation, dynamic range compression, and artificial reverberation). Moreover, in

some instances the variance was lower than in prior studies on the same topic, despite

the reduced level of control. This is likely due to the proficiency of both content creators

169
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and listening test participants.

In addition, some questions can only be answered by studying realistic mixes. This

includes any investigation into how mix engineers work, which by its very definition

requires at least a close emulation of the mix process by actual mix engineers. An exam-

ple of this was given in the form of a study of subgrouping practices (Sections 4.1.3 and

4.2.3). A quantitative analysis of subgrouping had not previously been published, likely

because of the difficulty associated with collecting realistic sessions to examine.

An overview of the confirmed, contested, adjusted, and newly revealed mixing rules is

given in Table 6.1, along with the number of the corresponding section in Chapter 4

(Sec.) and references to studies addressing the same topic (Ref.). Where values are

mentioned, only overlapping confidence intervals are regarded as an agreement. Rules

with an asterisk (*) were tested and confirmed based on a larger, more diverse dataset

in Chapter 5.

The following strategies were used to obtain these rules:

4.1.2 Statistical analysis of audio features, extracted from processed instrument stems

and the total mix of 64 mixes from 8 songs, as produced by 16 mix engineers (8

per song)

4.1.3 Statistical analysis of the number of tracks and subgroups counted in digital

audio workstation session files of 64 mixes from 8 songs, by 16 mix engineers (8

per song)

4.2.2 Correlation between audio features extracted from 98 stereo mixes of 10 songs,

by 26 mix engineers and one automatic system, and preference ratings by 34

skilled listeners

A.4 Analysis of preference ratings with associated comments, categorised as indicating

excess or deficiency of reverberation, or neither, as assessed by 34 skilled listeners

in response to 98 mixes of 10 songs, by 26 mix engineers and one automatic system

A.5 Measurement of total reverberation signal loudness, for mixes exhibiting a per-

ceived excess and deficiency of reverberation, respectively, from 71 mixes of 10

songs, by 24 mix engineers (8 per song)
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Table 6.1: Summary of confirmed, revised (crossed out), and new mixing rules

Sec. Rule Ref.

L
E
V
E
L

4.1.2* Vocal loudness should be around −3 LU relative to
the total mix.

[51,52], [24]

4.1.2 Median total drums loudness is between −6.5 LU
and −8.5 LU.

[24,52]

4.1.2 Total drums loudness is song- or genre-dependent.
4.1.2 Use overhead microphones as main signal and add

emphasis with close microphones, or use close mi-
crophones as main signal and add ‘air’ or ‘ambi-
ence’ with overhead microphones.

[65]

4.1.2* Median bass loudness is between −8 LU and
−9 LU.

[24,52]

P
A
N
N
IN

G

4.1.2 Lead vocals, snare drums, and low-frequency
sources should be panned central.

[25, 26,28,65,208]

4.1.2 Higher frequencies are panned increasingly further
between 50 Hz and 400 Hz.

[26, 208]

4.2.2 The centre of the stereo image should be sufficiently
strong.

4.2.2 A mix should not be overly monaural.

E
Q

4.1.2 The total mix tends to a particular target spec-
trum.

[67]

D
R
C

4.2.2 A mix should have sufficient dynamic range: it is
better to err on the side of applying (too) little
compression.

[37,66]

R
E
V
E
R
B

A.4* It is better to err on the side of too little reverb,
rather than too much.

[51,144]

A.5* The total reverb loudness should be about −14 LU. [51]
A.6* For a higher perceived amount of reverberation, in-

crease the reverb loudness and/or reverb time.
[233–235]

S
G

4.1.3 The number of subgroups created strongly depends
on the number of tracks.

4.1.3 Tracks are typically grouped per instrument type.

A.6 As above, including measurement of Equivalent Impulse Response

The following discusses findings pertaining to each additional subquestion.

How can we address the challenges research on mixing is facing?

Analysis and evaluation of mix engineering is a specialised field requiring specialised

tools and datasets. Despite this, the topic is characterised by a lack of suitable, share-

able data, and borrows practices and software from neighbouring disciplines in the

absence of established methods and purpose-built applications. An attempt at provid-

ing these was made in Chapter 3, in the form of a growing repository of multitrack audio
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and mixes, offering centralised access to existing and new resources, and an evaluation

tool based on a meticulously developed listening test methodology. This enabled the

study of various aspects of the mixing process, as detailed below.

Previous mixing systems have largely ignored high-level information such as instrument

labels. Because of their disregard for the semantic structure of music, their results

can be unsatisfactory compared to mixes by human engineers or even an elementary

rule-based system (Chapter 2). Without the incorporation of this type of metadata,

traditional expectations such as centring lead vocals and snare drums cannot be met.

However, low-level information is essential too, to account for deviations in spectral and

dynamic characteristics of the source. This has prompted analysis of objective audio

features, extracted from the audio of several instruments in different songs, to establish

common instrument-specific processing practices.

Furthermore, an absence of established mixing guidelines was noted (Chapter 2), par-

ticularly in relation to balance and reverberation. Therefore, particular attention was

dedicated to these processors in the ensuing analysis (Chapter 4 and 5, and Appendix ),

demonstrating the viability of the proposed approach with regard to unearthing new

rules in relatively unexplored areas.

How can knowledge about mixes be obtained from poor examples?

Even with high quality source material, procuring such ‘realistic’ mixes of professional

quality is a resource-intensive endeavour, not least because professional mix engineers

are less likely to donate their time and skills than the average listening test participant.

Sound engineering students and educators, on the other hand, evidently see didactic

value in the mix exercise which can be implemented as part of relevant courses. This

yields content of considerable quality from motivated engineers. Invariably, though,

some of the contributions will be less than stellar, and not representative of typical

or commercial-grade mix practices. Moreover, even mixes from acclaimed engineers

are not always universally appreciated, and can be surpassed by student mixes (Sec-

tion 4.2.1). Analysis of audio features and workflow statistics in Section 4.1, while

insightful, is therefore inevitably based on at least a few ‘poor’ examples, affecting the

results by adding noise at best or bias at worst.
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To account for this, perceptual evaluation must be used to learn the preference for the

respective mixes from a group of skilled subjects. Analysis of these ratings in combi-

nation with the aforementioned audio features can then determine the impact of such

objective measures on preference (Section 4.2). Note that in this case, a wide range

of sonic characteristics as well as preference ratings is actually beneficial, as examining

these relationships is only possible if there are instances of both favourable and un-

favourable feature values. In other words, ‘poor’ examples are not only unavoidable,

but also useful.

Zooming in on the perception of particular attributes of the mixes, analysis of subjective

comments allows one to reveal specifically which treatments of which instruments are

liked or disliked. Here again, high variation in processing and ratings is advantageous as

this permits learning how mix characteristics affect preference, which is impossible when

only similar, equally preferred stimuli are available. This detailed subjective feedback

of mixes is largely ‘negative’, pointing out aspects of the mix which are considered flaws

(Section 4.3). As such, audio feature values from particular tracks can be categorised

according to whether or not the processing is deemed appropriate, as discussed in the

next section.

These supposedly poor examples are crucial for the exploration of a parameter space or

feature space, if boundaries are to be found beyond which values are widely considered

unacceptable. After all, establishing the limits of such a surface requires examples of

mixes on both sides of it, with associated perceptual evaluation. In the event that

subjective feedback consistently praises an attribute’s value when it is within a certain

range, and criticises mixes in which this is not the case, a mixing space can indeed be

defined for the correlated dimensions. Appendix provides evidence for the existence

of such a space, in the relatively uncharted area of reverberation. As an example,

the perceptual construct ‘amount of reverberation’ is mapped as a function of two

objective features, from mix evaluations where a perceived relative lack or abundance

of reverberation was reported. In-depth analysis, possibly from the same dataset, is

required to establish which other parameters and features exhibit a range of widely

accepted values. From this information, new tools can be devised which display alerts

to the user, scale the control bounds, or automatically manipulate the signals when the

limits are exceeded.
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How can it be established how words used to describe sounds or mix

processes correspond with objective features or process parameters?

Chapter 2 presents a first attempt at understanding these descriptive terms, by simply

compiling a list of words used to denote an absence, presence, or excess of energy in

particular frequency bands, as defined in practical sound engineering literature. While

this provided some guidance when interpreting best practices from audio textbooks,

the definitions are based on the opinion and experience of the respective authors rather

than rigorous perceptual evaluation, vary between and within the different sources, and

consist of a loosely defined frequency range only.

Determining the relation between sonic descriptors and actionable processing parame-

ters or measurable audio features requires subjective evaluation of several stimuli which

exhibit differences along the perceptual dimension in question. The produced dataset

contains terms describing various types of processing of various instruments, the most

common of which are listed in Section 4.3.

As collection and manual annotation of mix reviews proved to be tedious, a framework

for collecting such descriptive terms is proposed in Section 4.4. Obviating arduous per-

ceptual evaluation experiments, this approach focuses on the elicitation of descriptors

pertaining to parameter settings and audio features of single sources, in a multitrack

mixing environment. The large dataset accumulated thus far proved the viability of

this system as a data collection method, and initial analysis demonstrated its suitability

for investigating the definition and similarity of collected terms.

To what extent do differences between sound engineers or listeners

limit the generality of findings in music production?

Through the use of the Web Audio Evaluation Tool and the Open Multitrack Testbed

introduced in Chapter 3, it was possible to repeat the analysis with a vastly expanded

dataset in Chapter 5. These tools proved to be essential to conduct mix creation and

evaluation experiments on an unprecedented scale, enabling thorough reproduction and

extension of the initial findings.

Differences between listening test subjects revealed the impact of differences in sound
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engineering experience on the numerical rating, subjective comments, and degree of

discrepancy in evaluations. Analysis showed more experienced subjects produce lower

ratings, a higher proportion of negative and specific statements, more comments related

to reverb, and fewer disputed judgements.

Including a wide range of data, content creators, and listening test participants has

proven useful to demonstrate the relative variation of certain measures across different

populations. One finding was revised, as it was no longer found to be significant when

considering the larger dataset (Section 5.3.2).

Despite the differences in reliability, consistency, and style of responses, no contrasting

tendencies were found between participants with different levels of expertise, locations,

or genders. Consequently, the results corroborated earlier findings with regard to both

audio features and perception, on topics as basic as balance and as unexplored as reverb.

This supported the conclusions from the preceding chapters, suggesting they may be

widely applicable regardless of the background of the sound engineer or listener. It also

indicates that results of related studies are relevant beyond the scope of the considered

subjects or data.

Future work

This work merely scratches the surface of what can be investigated with the combination

of the source audio, parameter settings, preference ratings, and subjective descriptions

of these mixes. For instance, only a fraction of the rules found in practical sound

engineering literature were tested. It should also be noted that the findings herein

do not necessarily apply to music from genres not considered here, live mixing, or

non-musical audio, although most of the methods can be employed for such content.

Instead, the current study sought to prove the concept of real-world data capture as a

means to collect relevant knowledge about music production. Through publishing the

data, sharing the tools, and documenting the methodology, it allows other researchers

to extend the work.

It is possible that some of the premises on which the analysis relies are false, invali-

dating certain findings. For instance, despite the differences between the considered
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datasets, the multi-group analysis presented in Chapter 5 is based mostly on the assess-

ments of audio experts, using mostly the same source material. Furthermore, it was

acknowledged that parts of the presented statistical methods were overly simplified,

incorrectly assuming independence of evaluations from the same person or about the

same phenomena. More advanced methods such as more formal qualitative analysis

of mix reviews, borrowing from fields like grounded theory, would further improve the

rigour of the work.

The current work, and almost all related work thus far, only considers mixes with at

most two channels. Expanding to surround sound, object-based audio, and similar

formats, would generate knowledge that is more relevant to the increasingly important

domain of VR systems, as well as game and film audio.

Adding to the effort and time required for mix analysis, current commercial music

production software severely obstructs automated extraction of features and parameter

settings. As a result, even when content producers are willing to contribute data, the

cost of post-processing can be prohibitive. Fortunately, the success and extension of

the real-time attribute elicitation architecture discussed in Section 4.4 [236–243] and

recent efforts towards a web-based digital audio workstation [244] indicate integrated

data collection from a multitrack audio processing environment will soon be a reality.

These developments have the potential to considerably increase the efficiency of data

collection and expand the scope of possible analysis. As an example, recording all

mix actions and corresponding timestamps, similar to the event logging functionality

of the Web Audio Evaluation Tool (Figure 3.7), will allow studying the entire mixing

process over time, instead of just the end result. Additionally, if online tests prove

to be a viable method for subjective evaluation of musical signal processing, services

like Amazon Mechanical Turk may be utilised to significantly increase the scale of the

dataset. A larger, more diverse corpus of mixes could reveal differences in practices

and perception between song genres and listener or engineer backgrounds, but also

span a wider range of feature values and processing parameters, and hence be more

successful at exposing correlations with preference. This may also open the door to

new research directions, thus far impossible due to high data requirements, such as

advanced automatic mixing powered by machine learning techniques.
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As this work has shown real-life mix analysis to be a valid method to expand music

production knowledge, manufacturers of mixing tools may choose to mine settings,

features, and user data to create systems that learn from the actions of any individual

user, or from all users combined.

Finally, with analysis of high volumes of data it may become possible to uncover the

rules that govern not just mix engineering in general, but particular mixing styles. From

an application point of view, a target profile can thus be applied to source content to

mimick the approach of a certain engineer, to fit a specific musical genre, or to achieve

the most suitable properties for a given medium.

Concluding remarks

Furthering the understanding of the complex mix process, even with its creative and

esoteric nature, is a meaningful and attainable goal. Its pursuit, however, can easily

continue for many more studies. This thesis has taken essential steps in this direction,

by introducing the aforementioned dataset, evaluation methodology, analysis methods,

and the conclusions that have already been drawn from these. The presented data and

approaches have thus far enabled statistical analysis of audio features, investigation of

best practices and workflow, measurement of the correlation between preference and

features, quantification of the perceptual importance of various mix aspects, definition

of descriptive terms, delineation of preferred parameter regions, and assessment of the

variation across different groups of subjects and mixes.

The creation and assessment of realistic mixes is a laborious process, where a certain

level of control is sacrificed for high ecological validity and preservation of the possible

interplay of mix processes. This led to a particularly wide scope, as all common mix

processes are studied in this thesis, rather than focusing on a specific aspect. Manual

comment annotation of free-form text responses was also deemed necessary, as the vo-

cabulary and salient perceptual dimensions of the mixing process are largely unknown.

As a consequence, the approach is only moderately scalable, even when the data, tools,

and methods presented here can be repurposed. However, exploratory studies such as

this one can ultimately inspire more focused and controlled experiments, zooming in

on a single aspect with proven relevance and known perceptual attributes.
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Over the course of this work (2012–2016), the field of intelligent music production has

witnessed massive growth in breadth, depth, and popularity. Neither dynamic range

compression [33–38], reverberation [40, 41], or harmonic distortion [42] had any auto-

mated implementations before this time. Machine learning approaches to automatic

mixing have received particular attention [20, 33, 40, 118], and the considered genres

have been expanded, with some systems even specifically catering to jazz [118,139]. In

that same time, an increasing number of companies — from startups to major players

— have released new products featuring high-level control of audio features, automatic

parameter setting, and full ‘black-box’ music production services. Many of the recent

conferences, conventions, and workshops by the Audio Engineering Society, some of

which the author chaired or participated in, have featured dedicated sessions on topics

like semantic music production or intelligent sound engineering. All of this leaves little

doubt about the importance, in both academia and industry, of the wider field of anal-

ysis and automation of music production processes, and the relevance of understanding

multitrack music mixing in particular.
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Appendix

Case study: Use and perception

of reverb

Bringing together the elements of the proposed methodology, objective features ex-

tracted from the multitrack mixes are combined with the annotated subjective com-

ments to generate new knowledge about mixing practices and their impact on percep-

tion. The case of the reverb effect is considered as a proof of concept, to determine

whether the collected data can be used to establish feature space boundaries corre-

sponding to a perceived excess and deficiency of reverberation amount.

As previously demonstrated, few best practices are known with regard to reverberation

in music production (Chapter 2), despite having an important impact on the perception

of a mix (Section 4.3). With the exception of the recent work in [40], there have been

no attempts at automatic reverb effects. The ability to predict the desired amount

of reverberation with a reasonable degree of accuracy would also have applications in

novel music production interfaces [57], compensation of listening conditions [168], and

intelligent metering.

A.1 On reverb

Reverberation is one of the most important tools at the disposal of the audio engineer.

Essential in any recording studio or live sound system [246], the use of artificial reverb

(simply referred to as ‘reverb’ in this section) is widespread in most musical genres and it
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is among the most universal types of audio processing in music production [247].

Beyond simulating an acoustic space, reverb can be used to bind sources together by

seemingly placing separately recorded sources in the same environment, or to create

distance and contrast. It can enhance audibility by sustaining certain elements such

that they may become more noticeable, or blur and mask between sources [85] and fill

gaps between sound events [246]. The addition of stereo reverb to a single source can

add width [86]. Reverb further affects timbre [246], loudness [57], sound quality [248],

and depth perception [1].

Reverberation is often generated artificially to avoid the practical and financial cost of

recording on location, to retain control over the reverberation type and amount in post-

production, to compensate for close microphone positions — maximising isolation from

other sources or capturing a specific part of an instrument — or to create unnatural

effects that are not constrained by the laws of physics [85, 249]. While early examples

of artificial reverberation were generated by re-recording the signal through a speaker

in an echo chamber, or emulated using electromechanical devices such as a spring

or plate reverb, contemporary reverberation effects are mostly implemented digitally

[1, 85,250].

Despite its prominence in music production, there are few studies on the usage and

perception of artificial reverberation relevant to this context. This scarcity may relate

to a lack of universal parameters and interfaces, whilst algorithms across the available

reverb units vary wildly. In comparison, typical EQ parameters are standardised and

readily translate to other implementations.

A.2 Background

In contrast to other important mix engineering tools, such as level [11,16], panning [25],

EQ [29] and dynamic range compression [34,35], to date only one attempt at automatic

control of reverberators has been made [40, 41]. Very little work is available on novel,

more intuitive interfaces for reverb [60,251] and mapping terms to its parameters [57].

A number of studies have looked at perception of reverberation in musical contexts

[51,167,168,170,233–235,248,252–263], see Table A.1.



CASE STUDY: USE AND PERCEPTION OF REVERB 181

Table A.1: Overview of studies concerning perception of reverberation of musical
signals. Test method: PE or DA (Perceptual Evaluation or Direct Adjustment of
reverb settings); participants Skilled or Unskilled in audio engineering. Reverber-
ator properties: Stereo or Mono; Early Reflections or No Early Reflections.

Stereo Mono
ER No ER ER No ER

PE
Skilled [51,233,258,259] [253,263] [254]

Unskilled [234,235,255–257] [248] [168] [167,252]

DA
Skilled [51] [170] [260] [261]

Unskilled [257,262] [167]

The focus of this proof-of-concept study is the perception of artificial reverberation of

multi-source materials taken from examples of fully-realised, professional music pro-

ductions. The present case thus stands apart from the work cited above, where the

effect of reverb parameters on the subject’s preference or perception is under investi-

gation, as applied to a single source, and typically isolated from any musical, visual

or sonic context. As reverberation is a complex and multifaceted matter, controlled

experiments are often required. Several of these studies involved only a single, simple

and potentially unpleasant and unfamiliar reverberator [256, 259], sometimes without

the use of early reflections [248,252] or stereo capabilities [168,253]. In some cases, the

number of reverberator parameters were limited, often taking a restricted range or set

of values [234,254,255], and applied to a single (type of) source sample [235,257,258].

In [41, 167] the parameter values were set by unskilled participants using unfamiliar

tools in inferior listening environments. Finally, the results of several parameter ad-

justment tests were not validated through perceptual evaluation [170,260,261].

It has not yet been investigated whether the perception of reverberation amount and

time of a single source in isolation has any relevance within the context of multitrack

music production, inherently a multidimensional problem, where different amounts and

types of reverb are usually applied to different sources, which are then combined to form

a coherent mixture. Thus, while relevant for the respective studies, these works may

not offer insight into how an audio professional might apply reverb in a commercial

music production environment. In order to better understand the use, perception, and

preference with regard to reverberation in music, it is therefore deemed necessary to

study its application by skilled engineers using familiar, professional grade tools in the
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context of a complete, representative mix.

A.3 Problem formulation

In what follows, the perceived amount of reverberation is predicted based on objective

features extracted from both the combined reverb signal and the remainder of the mix.

These signals will be referred to as wet (swet) and dry (sdry), respectively. They are

complex and laborious to extract in practice, even when all source audio and DAW

session files, including all parameter settings, are available. This is due to the following

conditions:

1. different amounts and types of reverb are applied to the different sources in the

mixture; and

2. post-reverb, nonlinear processing (dynamic range compression, fader riding, au-

tomation of parameters) as well as linear processing (balance, EQ) are applied to

the individual sources as well as the complete mix or subgroups thereof.

(a) serial (b) parallel

Figure A.1: Reverb signal chains

Omitting time arguments for readability, tracks n = 1, ..., N carry the source signals xn

which are often already processed before any reverb is applied, giving yn = f pren (xn).

Reverb (with impulse response hn) can be added to the processed tracks yn using serial

processing, with the reverb plugin inserted ‘in-line’, where the gain ratio rn ∈ [0, 1]

between the wet and dry signal is set within the plugin (Figure A.1a). Alternatively,

reverb is added through parallel processing, with tracks scaled by a gain factor g and

sent to a reverb plugin on a separate bus. Typically, several tracks nm = 1, ..., Nm are

sent to the same reverb bus m (Figure A.1b). In both cases, further processing f postn (·)

is then applied to the respective tracks and buses, i.e. post-reverb.
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The wet and dry part of the mix can therefore be expressed as:

swet =
∑
n

f postn (rnhn ∗ yn) +
∑
m

f postm (hm ∗
∑
nm

gnmynm) (A.1)

sdry =
∑
n

f postn ((1− rn) yn) (A.2)

With h′n = (rnhn + (1− rn) δ) as the total impulse response of the in-line reverb,

reverberant ratio rn included, where δ is the unit impulse, the total mix stot then

becomes

stot =
∑
n

f postn (h′n ∗ yn) +
∑
m

f postm (hm ∗
∑
nm

gnmynm) (A.3)

which is equal to sdry + swet as long as the condition f postn (a+ b) = f postn (a) + f postn (b)

is satisfied. For this to be true, post-reverb nonlinear processing f postn (·) was applied

to both the wet and dry signal in such a way that their sum still equals the original

mix. Any gain changes applied by a dynamic range compressor are dependent on its

side-chain signal (equal to the input signal by default). As such, the original mixed

signal is used for this side-chain signal when processing the dry or wet signal. In

other words, in Equations (A.1) and (A.2), f postn (·) = f postn (·, h′n ∗ yn), with the extra

argument representing the side-chain signal, so that stot ≡ sdry + swet. For simplicity

of the expressions, it is assumed that this post-processing is applied per track, though

in practice it can be applied to groups of sources simultaneously.

The interest herein is how the perceived excess or lack of reverberation amount is

influenced by the difference between the loudness of the reverb signal and the dry signal

(see [51,168,248]), as well as the overall reverberation time (see [248,258,259]).

The first considered feature, relative reverb loudness (RRL), is defined as

RRL = ML (swet)−ML (sdry) (A.4)

where ML is the Momentary Loudness in loudness units (LU) as specified in [264]. The

difference of the momentary loudness of the wet and dry signal is calculated for each
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measurement window, and the average (x) is taken over each window. It should be

noted that (forward) masking and binaural dereverberation are not taken into account

with this measure. More advanced partial loudness features were used in [248] to predict

the perceived amount of reverb. However, such features were not used in this work

because they did not perform well on the considered content, showing weak correlation

with perception, and more work is needed to establish the applicability of multi-band

loudness models [205], specifically to multi-source music [265]. Furthermore, the simple

filtered RMS measure used here is far less computationally expensive, and suitable for

real-time applications.

The second feature, reverberation time, is usually derived from the reverberation im-

pulse response (RIR). In the context of this study, however, the RIR is not readily

defined, due to conditions 1) and 2) above. As such, the transformation between the

mix without reverb and the mix with reverb is not a linear one, and it cannot be defined

by an impulse response, even if the reverberator used is applying a linear transforma-

tion (which is also not always the case [250]). However, an Equivalent Impulse Response

(EIR) heq can be estimated in which temporal and spectral aspects of the total reverb

are embedded:

swet ≈ heq ∗ sdry (A.5)

From such an impulse response, traditional acoustic reverberation parameters can be

extracted, which describe the overall reverberation in universally defined terms such as

reverberation time, along with clarity, IR spectral centroid and central time, which can

then be translated to other reverberators [57].

In this section, student mixes from songs 1–10 are considered (Table 3.2). For each

individual song, between 12 and 16 subjects assessed the different mixes, as evaluations

of one’s own mix were excluded (see Section 4.2.1). Only 71 of the 80 mixes are con-

sidered, where all parameters were accessible and the mix could be perfectly recreated.
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In the other cases, participants used more than the permitted set of tools.

A.4 Comment analysis

Of the 1326 collected comments, 35.44% mention reverberation, and reverberation is

not commented on by anyone for only 4 of the 98 mixes. Furthermore, every subject

commented on reverberation for at least 11 percent of the mixes they assessed. The

comments were classified into three classes: “Too much reverb”, “Not enough reverb”,

and — when unrelated to the perceived amount of reverberation — Neither.

Participants disagreed on whether there was too much or too little reverberation in

only 4 of the 525 comments which mention reverberation. This supports the idea that

mix engineers have a consistent judgement on the ‘correct’ reverberation amount for a

given mix. The low discrepancy may be explained by the fact that test participants are

skilled listeners [167]. Going forward, only comments regarding the subjective excess

or shortage of reverberation of the whole mix are considered, i.e. not specific to any

particular instrument.

Figure A.2 shows the mean preference ratings associated with comments from the

different classes. As previously observed in [51, 144], the preference rating for a mix

the subject found too reverberant is significantly lower than if it was considered too

dry.

0.0 0.2 0.4 0.6 0.8 1.0
Preference rating

"Too much reverb"

"Not enough reverb"

Neither

Figure A.2: Preference (0.0–1.0) per class: 95% confidence intervals

Note that the subjects were not instructed to focus on any particular aspect of the mix,

including reverberation, so that the collected preference ratings and comments relate to

any characteristic the subject deemed worthy to report. In other words, the experiment

is not ‘forced choice’ with regard to reverberation, but each comment related to it is

the result of a spontaneous reaction to the mix, on its own or in relation to other
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mixes.

A.5 Relative Reverb Loudness
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Figure A.3: Proportion of subjects who noted an excess (red) or deficit (blue) of
reverberation, versus the relative loudness of the reverb signal (green Xes). Letters
denote different mix engineers, numbers denote different songs (see Table 3.2). The
box plots show the relative loudness values for mixes collectively found to be too
‘wet’ and ‘dry’, respectively.

The relative reverb loudness is shown for each mix in Figure A.3, along with the number

of subjects who indicated the mix was perceived as too reverberant or not reverberant

enough, divided by the total number of subjects for that song. As expected, the ma-

jority of the mixes labelled ‘too reverberant’ have a significantly higher relative reverb

loudness than those labelled ‘not reverberant enough’.

Overall, the preferred reverb loudness differs from [51], where the optimal reverb return

loudness is estimated to be at −9 LU relative to the total mix loudness. In the current

experiment, every mix with a relative reverb loudness of −9 LU or higher was judged

to be too reverberant, and −14 LU appears to be a more desirable loudness as it is in

between 95% confidence intervals of the medians of either labelled group.

The differences in reverb loudness are mostly subtle, with the just-noticeable difference

(JND) of direct-to-reverberant ratio estimated at 5–6 dB [266], proof of the critical

nature of the engineer’s task [1]. Despite this, there is a large level of agreement with

regard to what mixes have a reverb surplus or deficit. The variance of preferred reverb

level is considerably larger in [167], possibly due to the unskilled listeners.
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There are some cases where despite a relatively high reverb loudness, subjects agreed

that there was not enough reverberation (e.g. mix 2C or 5C in Figure A.3), or where

mixes with a perceived excess of reverb did not exhibit a significantly higher-than-

average measured loudness (e.g. 8P, 9B). Closer study of these outliers, through informal

listening and analysis of parameter settings, revealed that mixes with a high perceived

amount of reverberation but low measured reverb loudness typically have a long rever-

beration tail. Those marked as too dry have a strong, yet short and clear reverb signal,

to the point of sounding similar to the dry input. As in [248], it would seem relative

loudness of the reverb signal alone is generally insufficient to predict the perceived or

preferred amount of reverberation. It is therefore believed that measuring the rever-

beration time will help explain the perceived amount of reverberation [233–235].

A.6 Equivalent Impulse Response

A.6.1 Process

For the practical measurement of the EIR heq (see Equation (A.5)) it is not possible to

use sine sweep or maximum length sequence (MLS) methods due to condition 1) from

Section A.3 above. In the frequency domain, if f postn (·) is a linear filter with frequency

response F
(post)
n , spectral division of the Fourier transforms of Equations (A.1) and

(A.2) yields an equivalent frequency response

Heq =
Swet

Sdry
(A.6)

=

∑
n F

(post)
n rnHnYn +

∑
m F

(post)
m Hm

(∑
nm

gnmYnm

)∑
n F

(post)
n (1− rn) Yn

In this case, the equivalent frequency response Heq is a frequency- and gain-weighted

version of the various reverb frequency responses Hn and Hm, dependent on the pre-

processed input signals, the post-processing, and the wet to dry ratios. This interpreta-

tion is violated to the extent that f postn (·) is not a linear function, see condition 2) from

Section A.3. In the case it is approximately linear but not stationary, the equivalent

frequency response can describe the total reverb with reasonable accuracy as a function

of time.
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Neglecting any nonlinearities, the EIR is obtained by division of the signals (swet and

sdry) in the spectral domain, an approach known as ‘dual channel FFT analysis’ [267].

Following Welch’s method, complex averaging is performed on both the dry signal’s

power spectrum or auto spectrum (G
(i)
dry,dry) and the cross spectrum (G

(i)
dry,wet), taken

from signal segments i = 1, ..., I, with 50% overlap and a Hann window:

G
(i)
dry,dry = S

∗(i)
dryS

(i)
dry

G
(i)
dry,wet = S

∗(i)
dryS

(i)
wet

Heq =
1
I

∑I
i=1 G

(i)
dry,wet

1
I

∑I
i=1 G

(i)
dry,dry

≡
Gdry,wet

Gdry,dry

heq = iFFT (Heq) = iFFT

(
Gdry,wet

Gdry,dry

)
(A.7)

where iFFT is the inverse Fast Fourier Transform.

The window length has been empirically obtained to produce the impulse response with

the lowest noise floor while still being sufficiently long compared to the reverberation

times.

In contrast to most work on impulse response estimation and room impulse response

inversion, in this case there is no reference or error measure to objectively evaluate the

quality of the obtained impulse response. Convolving the dry signal with the EIR will

rarely approximate the wet signal, due to condition 1).

While stereo reverberation generated from a monaural source is generally defined by

two impulse responses (one for each channel), and stereo reverberation of a stereo source

by four (hL→L, hL→R, ...), for the purpose of this study a single impulse response is

extracted from the spectral division of the wet and dry signal, each summed to mono.

It has been shown that with identical reverberation times and level, mono and stereo

reverberation signals are perceived as having equal loudness regardless of the source

material [144].

From this impulse response, it is possible to extract reverberation time measures such as

the Early Decay Time (EDT). This is a particularly suitable feature as the calculated

impulse responses are noisy. Furthermore, the EDT is more closely related to the

conscious perception of reverberation, especially while the source is still playing during
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the reverberation decay, as is the case here [233,251,268].

A.6.2 Equivalent Impulse Response analysis and results
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Figure A.4: Mixes where subjects noted an excess (red upwards triangle) or deficit
(blue downwards triangle) of reverb, or neither (black X), as a function of the
relative reverb loudness and the EDT of the reverb signal. Marker size is scaled
by net number of subjects, and logistic regression decision boundaries are shown.

Figure A.4 shows all mixes as a function of their reverb loudness and reverb time, and

labeled according to the net number of subjects who classified them as either “Too much

reverb”, “Not enough reverb”, or Neither. The relative reverb loudness is as computed

in Section A.5, and the EDT is calculated from the EIR using the decay method, as six

times the time it takes for the decay curve to reach −10 dB [269]. The logarithm of the

EDT is taken to better visualise a few large values, and this also makes the distribution

normal.

As the dependent variable is a binary classification into ‘too reverberant’ or ‘not re-

verberant enough’, a logistic regression is performed based on the measurements of

relative reverb loudness and EDT, for each assignment to either category by a subject,

the results of which are shown in Table A.2. Comparing this to a restricted model

with only the relative reverb loudness (RRL) as a predictor variable, a statistically

significant increase is seen in the model fit (likelihood ratio −2 lnLboth/LRRL = 7.749,

i.e. p = .005 on a χ2 distribution). This shows the EDT is indeed helpful in explaining
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the perception of the reverberation amount. As in [132], the perceived level of rever-

beration is more heavily influenced by the loudness than by the reverberation time.

The decision boundaries at .25, .50 and .75 are shown in Figure A.4, along with the .50

decision boundaries for the individual predictor variables.

Table A.2: Logistic regression results

Coeff. SE P > |z| 95% CI

RRL 0.4866 0.089 0.000 0.312 – 0.662
EDT 2.5619 1.043 0.014 0.519 – 4.605

Intercept 6.7767 1.282 0.000 4.263 – 9.290

Such a sharp transition between what is considered too reverberant and too dry again

emphasises the importance of careful adjustment of reverb parameters. This is further

supported by the observation in [262] that masking causes reverberation audibility

to decrease by 4 dB for every dB decrease in reverberant level. The differences in

reverberation time between the different mixes are mostly of the order of the JND [253],

as was the case with the differences in relative reverb loudness.

It is customary in the analysis of acoustic impulse responses to perform octave anal-

ysis [233, 270, 271] and report the conventional measures for different octave bands.

Furthermore, one could expect the reverberation time of certain octave bands to be

more perceptually relevant than the broadband reverberation. However, none of these

measures showed a notably better performance in accounting for the difference in per-

ception of reverberation amount. Following similar reasoning, K-filtering was applied

on the impulse response to account for the varying sensitivity of the auditory system

with frequency [92], but again no significant improvement was measured.

A.7 Multi-group analysis

The importance of reverberation to the perception of mixes, measured as the proportion

of comments which mention it at all, is similarly high when looking at other groups than

McGill (as in Chapter 5). It is mentioned in 15% of all comments by subjects without

music production experience, but this increases to 33% for mix engineers.

As before, preference ratings are lower on average for mixes which are deemed too

reverberant, and significantly so for groups QMUL and UCP, see Figure A.5. At QMUL,
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lack of reverberation also leads to a lower than average rating, which in turn is not

demonstrably different from ratings associated with excessive reverb use. Subjects

from the SMC group, by contrast, note a slightly average higher preference for mixes

which they find ‘too dry’. Considering subjects of each expertise category separately,

a consistent dislike for overly reverberant mixes can be seen across all levels.

0.0 0.2 0.4 0.6 0.8 1.0
Preference rating

TOTAL

Pro

Student

Amateur

UCP

PXL

DU

SMC

QMUL

MG

McGill
179

151

1001

9

5

192

113

71

900

29

17

514

97

97

606

27

32

179

60

20

228

133

78

1472

293

241

1626

88

74

522

514

393

3620

Too much reverb
Not enough reverb
Neither

Figure A.5: Preference as a function of perceived reverberation amount, for differ-
ent groups and levels of expertise

Figure A.6 shows the proportion of subjects per mix who reported an excess or shortage

of perceived reverb, broken down by institution.

The net verdict on perceived amount of reverb (i.e. ‘too much’ or ‘not enough’) is

consistent between groups, once again indicating that there is a general consensus on

when a mix shows an excess or deficiency of reverb. An exception to this is mix 4J

(No Prize), which one QMUL participant found to be overly dry, contesting one McGill
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participant. A surplus of reverb is also noted in mix 5C (Not Alone) by one SMC

participant, whereas two QMUL and three McGill subjects agree that there is a deficit.

The same SMC participant marks mix D of the same song as being too reverberant,

challenging four McGill subjects. This could indicate an interpretation error, language-

related confusion, or an unreliable participant.

Judging from the distribution of relative reverb loudness of these ‘wet’ and ‘dry’ mixes,

−14 LU relative to the total mix loudness is still a value that separates most of the

respective categories.

With this larger dataset, the EDT of the newly proposed Equivalent Impulse Re-

sponse offers an even bigger increase in the logistic regression model fit (likelihood

ratio −2 lnLboth/LRRL = 10.600, i.e. p = .001 on a χ2 distribution), further supporting

the utility of this measure.

A.8 Conclusion

Annotated subjective comments were analysed to determine the importance of rever-

beration in the perception of mixes, as well as to classify mixes as having too much or

too little overall reverberation. Objective features believed to be relevant to reverber-

ation were proposed and evaluated in terms of their ability to estimate this perceived

amount of reverb. This study is different from previous work in that it examines reverb

in a relevant music production context, where reverb is applied to multiple tracks in

varying degrees and types. As such, it proves the proposed concept of obtaining knowl-

edge from realistic mixes and perceptual evaluation thereof, utilising both objective

and subjective data.

Although the perceptual evaluation experiment purposely did not mention reverbera-

tion as a feature to consider, it is commented on in 35% of the cases, confirming that

differences in reverb use have a large impact on the perceived quality of a mix [144],

as assessed by skilled listeners. To a large extent, the relative reverb loudness gives a

suitable indication of how audible or objectionable reverberation is. These subjective

judgements are better predicted by also considering reverb decay time, derived from a

newly proposed Equivalent Impulse Response which captures reverberation character-
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istics for a mixture of sources with varying degrees and types of reverb. Both measures

are suitable for real-time applications such as automated reverberators or assistive in-

terfaces.

The results further support the notion that upper and lower bounds of a set of mix

parameters or features can be identified with reasonable confidence. The importance

of careful parameter adjustment is evident from the limited range of acceptable fea-

ture values with regard to perceived amount of reverberation, when compared to the

just-noticeable differences in both relative reverb loudness and the Equivalent Impulse

Response’s EDT. This study confirms previous findings that a perceived excess of re-

verberation typically has a more detrimental effect on subjective preference than when

the reverberation level was indicated to be too low, suggesting it is better to err on

the ‘dry’ side. Notwithstanding the less controlled nature of the presented approach,

variance in its findings is significantly narrower than in similar work, likely due in part

to proficiency of participants in both the mix experiment and subsequent perceptual

evaluation.

Future implementations should take into account how reverberant the ‘dry’ signal is,

particularly when the original tracks contain a significant amount of natural rever-

beration. Source separation or dereverberation could help achieve a more accurate

estimation of the dry and wet sound.

Artificial reverberation is defined by far more attributes, objective and perceptual,

than those covered in this section. Further features and parameters to consider include

predelay [262], echo density [250], autocorrelation [51], and more sophisticated loudness

features [248].
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[263] W. Kuhl, “Über Versuche zur Ermittlung der günstigsten Nachhallzeit großer
Musikstudios,” Acta Acustica united with Acustica, vol. 4, pp. 618–634, January
1954.

[264] EBU Tech 3341, “Loudness metering: ‘EBU Mode’ metering to supplement loud-
ness normalisation in accordance with EBU R128,” European Broadcasting Union,
January 2016.

[265] D. Ward and J. D. Reiss, “Loudness algorithms for automatic mixing,” in 2nd
AES Workshop on Intelligent Music Production, September 2016.

[266] P. Zahorik, “Direct-to-reverberant energy ratio sensitivity,” Journal of the Acous-
tical Society of America, vol. 112, pp. 2110–2117, November 2002.

[267] H. Herlufsen, “Dual channel FFT analysis (part I),” Tech. Rep. 1, Brüel & Kjær
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